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FEATURES OF RANGE ASYMMETRIC 

NUMBER SYSTEM ENCODING AND 
DECODING

COPYRIGHI NOTICE

A portion of the disclosure of this patent document 
contains material which is subject to copyright protection 
The copyright owner has m objection to the facsimile 
reprodoction by anyone of the potent decument or the patent 
disclosure, as it appears in the Patent and Trademark Office 
patent file or reconk, hut otherwise reserves all copyright 
rights whatsoever.

BACKGROUND

With ibe emergence of media streaming over the Internet 
and other digital uetwrrks, digital processing of medin hns 
become commooplce. Engincer use compression to pro- 
cess media clliciently while still maintnining quality. Oue 

goal of media compression is to represent a media signal in 
a way that provides maximum signal quality for a given 
amount of bals. Stated differently, this goal is to represent the 
media signai with the least bits for a given level of quality 
Other goals such as limiting computational complexity, 
improving resiliency to transmission errors, and limiting 
overall delay due to encoding transmissicntiecoding apply 
in some scenarios

Media compression typically includes one or more stages 
of prediction, frequency transformation, and quantization, 
followed by entropy coding. Corresponding modia decom- 

pression typically includes entropy decoding followed hy 
onc or more stages of inverse, quarsization. inverse, fre- 
quency transformation, and prediction. In general, entropy 
coding converts input symbols to encoded dsta having a 

lower bitrate, by exploiting redundancy in the input symbols 
(e.g.. exploiting a pattem of many input symbols having 
common values, and few input symbols having rare values) 

i intropy decixling converts encodled data to output symbob, 
which ccrrespond to the input symbols. There are many 

variations of entropy onding/decoding, which offer ditferent 
tradeoffs in terms of compression efficiency (reduction in 
bitrate) and computational complexity. For example, Huff- 
man coding’decoring is computationally simple but has 
poor compression efliciercy for some distributions of vales 
of input symbols. On the other hand, arithmetic coding/ 
decoding usually has much better compression elliciency, at 
the cost of moch higher computational complexity

Asymmetric munber system ("ANS") crding decoding 
potentially offers high compression efficiency (comparable 
to arithmetic coding/decoding} and low computational com- 
plexity (comparable to Huffinan coxding’decoding) In par 
ticular. range ANS ("RANS) coding/docoding can work 
well when symbols have many possible values (large alpha- 
bet) but certain values (such as zero) are very common. 
RANS encoding/dccoding also permits imterleaving of out- 
put from multiple RANS encoders irto a single output 
bitstrcom of encoded data, with multiple RANS docoders 

heing usable to decode symbols from the bitstrcam concur- 
rently, which can speed up ibe RANS encoding/ decoding 
process.

Considering the importance of entropy coding/decoding 
10 the overall efficiency of media compression and cecom- 
pression, eutropy coding decoding has attracted significant 
attention in research and development. Although previous 
RANS encoding/decoding approaches provide good perfor­

mance for many scenarios, there is room for improvement in 
tens of the computationnl efficiency and adaptiveness of 
RANS encoding/d.coling,

SUMMARY

In summary, the detailed description presents innovations 
in range asymmetric mimber system ("RANS") coding and 

decoding Some of the innovations relate w bardware imple- 
11 mentations of RANS decoding that organize operations in 

two phases, which can improve the computational efficiency 
of RANS decoding Oiber innovations relate w ad-pling 
RANS encoding/decoding for different distributions or pat- 
tems of values for symbols. For example, RANS encoding 

i s decoding can alapi by switching a default symbol w iith (th 

number of bits per symbol), adjusting symbol width on a 
fregment-by fragment basis for different fragments of sym- 
bols (where a fragment can include a variable number of 
symbols and variable amourt of encoded data), switching 

■. between dilferent static probability models on a fragment- 
by-fragmer basis for different fragments of symbols, and or 
selectively flushing (or retining) the state of • RANS 
decoder on a fragment-by-fragmnt bass for differew. frag- 
ments of symbols, in many cases, such innovations can 

25 improve compression elciency while also providing com- 
putationally ellicient performarxce.

According to a first set of innovations described herein, a 
computer system includes an encoded data buffer and a 
RANS decoder. The encoded data buffer is configured w 

30 store encoded data fr at least part of a bilstream. 1 he RANS 
decoder is configured to perform operations in multiple 
phases using special-purpose bardwar In particular, the 
RANS decoder is configured to perform operations in a first 

phase and second phasc. The operations include, as part of 
as a first phse, selectively updating stale of the RANS decoder 

using probability information for an output symbol from a 
previous iteration The operations further include, as port of 
a second phase, selectively merging a portion of the encoded 

data from an inpur buffer into the state of the RANS decoder. 
403 and selectively generating an output symbol for a curent 

iteration using the state of the RANS decoder. In this way. 

the RANS decoder can decode the encoded data in a 
computalionally eflicient manner using the special-purpose 
hardware.

45 According to a sccond st of innovations described 
herein, a computer system inclodes a RANS encoder and an 
encoded data butfer. The RANS encoder is configured t 
encode input symbols, thereby generating encoxled data for 
at least part of a bitstream In particular, for the encoding, ibe 

50 RANS encoder is configured w perform operations that 
include selecting a symbol widlth from among multiple 
available symbol widths, configuring the RANS encoder w 

perform R NS encoxding at the selcted symbol wilth, and 
performing the RANS encoding at the selected symbol

55 width. As part of the configuration of the RANS encoder, the 
RANS encoder is configured to select a set of pre-defined 
lookup tables having probability information for the selcted 
symbol with. In this way, the RANS encoder can adape t 
ditferent symbol widths for input symbols of different 

60 strcams (or adops k different probobility distributions for 
input symbols of different streams), potentially improving 
compression efficiency. The encoded data butfer is config- 
ured to store, for output the encoded data fer the at least part 
of the bitstream.

For corresponding decoding, n computer system inclodes 
an encoded data butler and a RANS decoder. Ile encoded 
data buffer is configured to receive and store encoded data 
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for at least par of u bitstrcam. The RANS decoder is 
configured to decede the encoded data for the at least pan of 
the bitstream, thereby generating output symbols. In par- 
ticular, for the decoding, the RANS decoder is configured to 
perform operations that include selecting a symbol width 
from among multiple available symbol widths, configuring 
the RANS decoder to perform RANS decoxdling at the 
selected symbol width, and performing the RANS docoding 

at the scleled symbol widh A\s purt of the configuration of 
ihe RANS decoler. the RANS decoder is configured wo 
select a set of pre-defined lockup tables having probability 
information for onput symbols of the selected symbol 
widh. In this way. the RANS decoder can adapt to different 
symbol widths for output symbols of different streams (or 
adapt to different probability distribiions for output sym- 
bols of different strcams), which can alk the RANS 

decoder to benctit from improved compression efficiency
According to a third se of innovations described berein, 

a computer system includes a RANS encoder and an 
encoded data buffer. The RANS encoder is configured w 
encode input symbols, thereby generating encoded data for 
al lenst part of a bitstrcm In particular, for the encoding, the 
RANS enooder is configured t perfonn operations that 
include determining whether or not state of a RANS decoder 

is to be Blushed and re-initialiæed for decoding of the 
encoded data for the at least part of the bitstrcam, setting a 
syntax clemet that indicates that decision, and perfonning 
RANS encoding. In this way. the RANS encoder can decide, 
on a frugment-by-frgment basis, whetbra RANS decoder 
will (a) flush and re-inatialize its state for docoding of a given 

fragment, or (b) continue to use the state from docoding of 
the previous fragment which can improve compression 
efficiency. The encoded dsta buffer is configured to store, for 
output, the encoded data for the at kast pert of the bitstrcam. 

A heater in the at keast part of the bitstream incloles the 
syntax element that indicates whether or not the state of the 
RANS decoder is to be flushed and re-initialized for decod- 
ing of the encoded data for the at least part of the bitstream.

For corresponding docoding. a computer system inclodes 
an encodel dat butler and a R NS decoder. Ile enoledt 

data buffer is configured w receive and store encodod data 
for at least part of a bitstrem. A hender in the at least part 
of the bitstream includes a syntax element that indicates 
whether or not snte of the RANS decoder is to be flushed 

and re-initialized for decoding of the encoded dota for the at 
least part of the bitstream. The RANS decoder is configured 
to decode the encoded dala fr the at least part of the 
bitstre.m, therchy generating output symbols In particular, 
for the decoding, the RANS decoder is configured to per- 

form operations that include reading the syntax element, 
determining (based at least in port on ihe syntax element) 
whetheror ne the state of the RANS decoder is to be flushed 
and re-mitialized for decoding of the encoded data for the at 
least part of the bitstrcam. and performing RANS decoding 

of the encocod data. In this way, the RANS decoder can 
decide, on a fragment-by-fragment basis, whether the RANS 
decoder, will (n) flush and re-initialize its stiite for decoding 

of a given fragment, or (h) continue to use the state from 
decoding of the previous fragment, which can allow the 

RANS decoder to benefit from improved compression efli- 
ciency.

According to a fourth set of innovations described berein. 
a computer system inclodes a RANS encoder and an 
encoded data buffer. The RANS encoder is configured to 

encode input symbols, ibereby generating encoded data for 
at least part of a bitstream. In porticular, for the encoding, the 
RANS encoder is configured to perform operations that

include selecting, for the encoded data for the at kast pan of 
the bitstream, one of multiple available static prohability 
models, setting a syntax element that indicates the selected 

static probability model, configuring the RANS encoder to 
s perform RANS encoding using the selected static probabil- 

ity model, and performing RANS enooding using the 
selected static probability model. In this way. the RANS 

encoder can quickly and efliciently adapt to different prob- 
ability distributions for input symbols on a fragment-by- 

10 fragment hasss. potentially improving compression effi 
ciency. The encodod data butfer is configured to store, for 

oupal, the encndel data for the al least port of the bitstren 
A header in the at least part of the bitstream includes the 
syninx cement that indicales the sexctedl static prohability 

is model for the encoded data for the at least part of ihe 
bitstrcam

For corresponding decoding, a computer system includes 
an encoded data butfer and a RANS decoder. The encoded 
data buffer is configured to receive and store encoded dala 

20 for at least part of a bitstream. A header in the al least part 
of the bitstream includes a syntax element that indicales a 
selection of a static probability model, for the encoded data 
for the at least part of the hitstreem. from among multiple 
available static probability models The RANS decoder is 

25 configured to decock: the encoded data for the at keast part of 
the bitstrcam, thereby generating output symbols. In par- 
ticular, for the decoding, the RANS decoder is configured to 

perform operations that include reading the syraax elemem, 
selecting (bused at Icast in part on the syntax element) one 

30 of the multiple available static probability models, config 
uring the RANS decoder to perform RANS decoding using 

the selected static probability model, and performing RANS 
decoding of the encoded data using the selected static 
probability model. In this way. the RANS decoder can 

as quickly and efficiently alapt to different probability distn- 
butions for output symbols on a fragment-by -fragment basis, 
which can allow the RANS doooder to benefit from 
improved compression efficiency.

According to a fifth set of innovations described berein. a 
40 computer system includes a RANS encoder and an encoded 

data buffer. The RANS encoder is configured to encode 
input symbols, thereby genemting encoded data for at least 
part of a bitstream. In particular, for the encoding, the RANS 
encoder is configured to perform operations that include 

45 determinins an adjustment to symbol width for the encoded 
data for the at lest part of the biistream, setting a syntax 
element that indicales the adjustment to symbol width, 

configuring the R ANS epober to perkr RANS epcoding 
at the adjusted symbol width, and performing the RANS 

50 encoding at the adjusted symbol with. In this way, the 

RANS encoder can quickly and etbciently slapt io ditlerent 
symbol widhs for input symbols on a fragment-by-fragment 
basis, potentially improving compression efficiency. The 
encoded dat bufer is configured to storc. for output, the 

55 enoockod data for the at kest purt of the bitstrcom A hcder 
in the st lest part of the bitstream includes the symax 

clement that indicates the adjustment to symbol w ith for 
the encodled data for the at least part of the bitstrem

For corresponding docoding. a computer system inclodes 
60 an encoded data buffer and a RANS decoder. The encoded 

data buffer is configured to receive and store encoded data 
for at least part of a bitstrcam. A header in the at least part 
of the bitstream includes a syntax element that indicales an 
adjustment to symbol width for the encoded data for the at 

65 least part of the bitstream The RANS decoder is configured 
to decode the encoded data for the at least part of the 
bitstream, thereby gencrating output symbols. In particular.
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for the decoding, the KANS decoder is configured t Per- 
form operations that include reading the syntax clement, 
determining (based at lesst in part on the syntax element) the 
adjustment to symbol w idth, configuring the RANS decoder 
to perform RANS decoding at the adjusted symbol width, 
and perfonning the RANS decoding at the adjusted symbol 

widih. In this way, the RANS decoder can quickly and 
efficiently adapt t different symbol widhs for output sym- 
bols 00 a fragment-by-fragment basis, which can allow the 

RANS decoder to benefit from improved compression efli- 
ciency.

The innovations described berein include, hur are not 
limited to. the innovations covered by the claims and table 
of features at the end of the application. The respective 
innovations can be implemented as part of a mothed, as part 
of a computer system configured to perform the metbod. or 
as part of computer-rendahle media storing, computer-ex 
ecutable instructions for cansing one or more processors in 
a computer system to perform the method The various 
innovations can be used in combination o sparately Ths 
summary is provided to introdice a selection of concepts in 
a simplified form that are further described kelw in the 
detailed description. The summary is not interxled to iden- 
tify key features or essential features of the claimed subject 
matter, cor is it intended to be used to limit the scope of the 
claimed subject matter. The foregoing and other objects, 
features, and advantages of the invention will become more 
apparem from the following detailed description, which 
proceeds with reference to the accompanying figures and 
illustrates a numher of exampks. Examples may also be 
capable of other and different applications, and some details 
may be modified in various respects all without departing 
from the spirit and scope of the disclosed innovations.

BRII F DESCRIPTION OF THE DRAWINGS

The following drawings illustrate some features of the 
disclosed innovations.

FIG i is a diagram ilinstrating an example computer 
system in which sou described examples can be imple- 
mented.

FIGS 2a and 2b ar diagrams illustrating example net- 
work environments in which some described examples can 
be implemented

FTGS. 3 and 4 are dingrams illustrating an example media 
encoder system and an example media decoder system, 
respectively, in which some described examples can be 

implemented
FIGS 5 and 6 arc diagrams illustrating an example RANS 

encoder system and an example RANS decoder system, 
respectively, in which some described examples can be 
implemented

FlGS. 7a and 7 are flowcharts illustrating example 

techniqxs for RANS encoding and RANS decoding, 
respectively, according to some examples described berein

FIG. 8 is a diagram illustrating phases ofexnmple two- 

phase RANS decoding according to some examples 
described herein.

FIGS. 9-Id are flowcharts illustraaing example tech- 
niques for two-poase RANS decoding according to some 
examples described herein.

FlGS. 10. and 105 are towcharts illustrating exmple 
techniques for switching symbol width during RANSencod- 
ing and RANS decoding, respectively, according to some 
examples described herein.

FlGS. lla and 116 are flowcharts illustrating example 
techniques for controlling selective flushing re-initialization 

of RANS docoder stale on a frgmeni-by-frugmieit basis 
during RANS encoding and RANS decoding, respectively, 
according to some examples described herein

FIGS 12a ard 12h are flowcharts illustrating example 
' techniques for switching static probahility models cn a 

frogment-by-fregment basis during R ANS encoding and 

RANS decoding, respectively, according to some examples 
described berein.

FIGS 13a and 135 are flowcharts illustrating example 
techniques for adjusting symbol width on a fragmen-by- 
fragment basis during RANS encoding and RANS decoding, 

respectively, acconling w scme examples described berein.
FlG. 14 is a diagram illustrating an example hitstrcam, 

1s according in some examples described herein
FlGS 15-156 are code listings illustrating an example 

decoder moduk according to some exampkes described 

herein

20 DETAILED DESCRIPTION

The detailed description presents innovations in range 
asymmetrk number system (RANS") coding and decoding 
Same of the innovations relate to hardware implementations 

25 of RANS decoding that organize operations in mwo piases, 
which can impne the computational elliciency of RANS 

decoding. Other innovations relate w adapting RANS 
encoding/docoding for different distributions or puttems of 
values for symbols For example. RANS encoding/docoding 

20 can adapt by sw itching a default symbol width (the number 

of bits per symbol) Ce. for different fragments of symboks. 
RANS encoding/decoding, can alapt by adjusting symbol 
width on n fragment-by-fregment busis, switching between 

as different static probability models on a frgment-by-fng- 
ment basis, and/or selxctively flushing (or retaining) the 
state of a RANS decoder on a fragment-by-fragment hasis. 
In many cases, such innovations can improve compression 
efficiency while abo providing computationally eflicient 

an performance.
In the examples describel herein, identical reference 

numbers in different figures indicate an identical component, 
module, or operation. More generally, various alternatives to 
the exampks described herein are possible. For example, 

45 some of the mebods described herein can be altered by 
changing the ordering of the method acts described, hy 
splitting, repeating, or omitting certain method acts. ckc. The 

various aspects of the disclosed lechoology can be usd in 
combination or separately Some of the innovations 

50 described berein address, onc or more of the problems noted 
in the background. Typically, a given lechniqua’tool does not 
solve all such problems It is to be understood that other 

examples may be utilized and that structural, kgical, soft- 
w are. hardware, and cloctrical changes may be made without 

55 departing from the scope of the disclosure The following 
description s, therefore, not to be taken in a limited sense. 
Rather, the scope of the presnt invention is defined by the 
appended claims and table of feutures.
I. Example Computer Systems.

60 FIG. I illustrutes a gencralized example of n suitable 
computer system (100) in which several of the described 
innovations may be implemented. The innovations 
described herein relate to RANS encoding andor RANS 
decoding. Aside from its use in RANS encoding andor

• • RANS decoding, the computer system ( 100) is not : ntended 
io suggest any limitation as w scope of use or functionality, 
as the innovations may be implemented in diverse computer 
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systems, including special-purpose computer systems, 
wlapted fr operations in RANS encoding andor RANS 
decoding.

With referexe to FIG. 1. the computer system (100) 
includes ce or more processing cores (110 .. 11r) of a 
central processing unit ( CPU”) and local, on-chip memory 
118) The processing core’s) (110 ... 1Lx] of ihe CPU 

execute computer-exccutable instructions. The mumber of 
processing crreis) (110. I Lr) depends on implementation 
and can be, for example, 4 or 8 The lcal memory (118) may 

he volatile memory (e.g.. registers. cache, RAM). oon- 
volatile memory (e.g. ROM, EEPROM flashmemory, etc.) 

or some combination of the two. accessible by the respective 
processing cores) (110. II) Forsoftware-bosed impie- 
mentations of RANS encoding decoding. the local merry 
(118) can store software (180), in the fon of computer- 
executable instructions for operations perfonne by the 
respective processing, corels) (110.. 11x) implementing 
wools for one or ior innovations fir RANS encoding andor 

RANS decoding. Altematively. forGPU-accelerated imple 
mentations of RANS encoding/decoding or hardware-accel- 

erated implementations of R ANS encoding/decoding, the 
local memory (118) can store software (180). in the form of 
computer-exccutable instructions for operations performed 
by the respective processing coreis) (110. 11r)for one or 
more drivers or other software layers. to implement tools for 
one or more inuovatiors for RANS encoding ardor RANS 
decoding.

The computer system 1100) further includes one or more 
processing cores (120. .. 12x) of a graphics processing unit 
("GPU") and local, on-chip memory (128). The processing 
cores (120 12v) of the GPU execute computer-exccutable 
instructions (e.g. for shader routines for media ceding/ 
decoding operations). The rmber of processing cor(s) 

120. 12x) depends on implementation and can be. for 

example. 64cr128 The local memory (128) may be volatile 
memory ieg registers. cache, RAM), non-volatile memory 
leg. ROM, EEPROM. flash memory. eic.) or sie com- 
binntion of the two. accessible by the respective processing 

core(s)(120 12r). ForGP l-accelerated implementations
of RANS encoding/decoding. the lecal memory (128) can 
store software, in the form ofcomputer-executble instnc 
tions for operations performed by the respective processing 
core(s) (120 . 12.r). implementing tools for one or more 

innovations for RANS encoding and or R ANS decoding
The computer system (100) also includes one or more 

modules 1130 13) of special-purpose codec hardware
(e.g., an application-specific integrated circuit (ASIC) or 
other imegrated circuit) along with local, on-chip meory 
(138). In some example implementations, the module(s) 
(130... 13:) include one or more RANS decoder modules, 
a fooler module (configured to provide encoded data to 
input buffers for the respective RANS decoder modules), 
and a decoder array modale configured to manage the RANS 
decoder modulois). FIG. 6 shows an cxuuple RANS 
decoder (630) and assccialed buffers, which are pan of a 
RANS decoder system (600) FIGS 15a-154 show cde 
listings (1501-1511) for an example RANS decoder modale. 
The moduless} (130 . 13x) can instead. or additionally, 
include one or more RANS eucoder modules, an output 
module (configured to interleave output from the respective 
RANS encoder modules), and an encoder array module 
configured t marge the RANS encoder module(s). FIG 5 
shows an example RANS encoder (520) and assccialed 
butters, which are part of a RANS decoder system (500) 
The local memory (138) may be volatile merory (eg., 
registers, cache, RAM). non-tolatik memory (e.g., ROM.

EEPROM flash memory. etc ) or some combination of the 
Iwo. accessible by the respective module(s) (130 ... 13x).

More generally. the term “processor" may refer generi- 
cally to any device that can process computer-executable 

s instructions and may include a micmoprocessor, microcon- 
troller. programmable logic devicc, digital signal processor, 

an’or other computational device. A processor may be a 
processing core of a CPU. other general-purpose unit. or 
GPU. A processor mny also be a specific-purpose processor 

10 implemented using, for example, an ASIC cr a field-pro- 

grammable gate ary ("FPGA")
The term "control logx" may refer to a controller I ir, more 

genemily. one or more processors. operahle to process 
computer-exccutabke instructions, determine outcomes, and 

is generate culputs. Depending on implementation, control 
logic can be impłemented by software executable on a CPU, 
by software controlling special-purpos hrdware (e.g, a 
GPU or other graphics hardware). or by special-purpose 
hardware ieg. in an ASIC)

20 With referie to FIG. 1, the computer syslem (100) 
includes shared memory (140) which may be volatile 

memory (e.g., RAM) non-volatile memory (e.g. ROM, 
EEPROM. flash memory, etc.) or some combination of the 

two. accessible by the processing coris) The memory (140) 
25 stores software (180) implementing tools for ouc or more 

innovations for RANS encoding and or RANS decoding.

The computer system ( 1001 includes one or more network 
adapters (151) As used herein, the ten network adapter 
indicates any network interface card ("NIC") network inter- 

30 face, network interlace controller, ar network interfscel 
device. The network adsptens) (151 ) enable communication 
over a network t another computing entity leg. server, 
other computer system). The netwerk can be a telephone 

network. wide arca network, local area network. storage arca 
as network. or other network. Thertwor xlapter(s)(151)can 

suppon wired connections and/or w ireless connections, for 
a wide-arca network, bcal-arca Detwork, personal-area net- 
w ork or other netw ork.The netw ork alapter(s) (151) convey 
information such es computer-executable instructions. 

40 encoded malia, oother dhta in a mxoidulated data signal over 
network connection(s). A modulated data signal is a signal 
that has one or more of its characteristics set or changed in 
such a manner as w encode infermalii in the signal. By 
way of example, and not limitation, the Detwork connections

45 can use an electrical, optical, RF or other crier.
A camera irout (152) accepts video input in analg or 

digital form from a video camer. which caplures natural 
video. An audio inpur accepts audio input in analog ordigital 
form from a microphone (152), which captures nudio.

50 The cputer system (100) optionally includes n motion 
sensantracker input (153) for a motion sensoritracker, which 
can track the movements of a user and objects around ibe 
usr. For example, the motion sensoritracker alks a use; 
(e.g.. player of a game) to interact with the computer system 

55 (100) through a natural user interface using gestures and 
spoken commands. The motion sensortracker can incorpo- 
rate gesture recognition, facial recognition ard/or voxe 
recognition

A game controller input (154) accepts control signals 
60 from one or more game controllers. over a wired connection 

or wireless connection. The control signals can indicate user 
inputs from onc or more directional puds. buttons, triggers 
and or one or more joysticks of a game controller. th 
control signals can also indicate user inputs from a touchpad 

65 or touchscreen, gyroscope, accelcrometer. angular mte sen- 
sor, magnetometer and or other control cr meter of a gam 
controller.
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The computer system (100) optionally includes a media 
player 1155) and vic input (156). The media player ( 155) 
can play DVDs, Blu-ray disks, other disk media and or other 
formats of media. The video input (156) can accept input 
video in analg or digital form (e.g.. from a cable input. 
IIDMI input or other input). A graphics engine (no1 shown) 
co provide lexture data tor graphics in a computer-repre- 
sented environment.

\ video ourput (157) provides vide oniput w a display 
devico. The video output (157) can be an HDMI output or 

other type of output An audio output (157) provides audio 
ourpo to one or more speakers

The storage (170) may be removable ce bon-removable, 
and includes magnetic modin (such as magnetic disks, 

magnetic tapes or casseites). optical disk media axdor any 
other medin which can he used to store information and 
which can be necesd within the computer system (100) 
The storage (170) stores instructions for the software (180) 
implementing one or more innovations for RANS encoding 
andor RANS decoling.

The computer system ( 100) may have additionnl feat ures 
For example, the computer system (100) includes ore or 

more other input devices and or one or more other ourput 
devices. The other input device(s) may be a touch input 
device such as a keybcard, mouse, pen, or trackhall, a 
scanning device, or another device that provides input to the 
computer system • 100) The other output devicas) may be 
a printer, CD-writer, or another device that provides output 

from the computer system (100)
An interconnection mecharssm I not shown) such as a bus. 

controller, or network interconnects the components of the 
cuputer system (100) Typically, operating system soft- 
ware (not shown) provides an operating envirment for 
other software exccuting in the computer system (100). and 
coordinates activities of the components of the computer 
system (100),

The computer system (100) of FIG I is a physical 
computer system. A virtual machine ca include components 
organized as shown in FIG. I

The term “applicat..... " or “program” may refer to wfl- 
ware such as any user-mode instructions to provide furx- 
tionality The software of the application (or program) can 
further include instructions for an operating system and or 
device drivers. The software can be stored in associated 
memory The software may be, for example, firmware. 
While it is contemplated that an appropriately programmed 
general-purpose computer or computing device may be used 
to execute such software, it is also contemplated that han 
wired circuitry or custom bardware (c.g., an ASIC) may be 
usd in place of, or in combination with, software insinx- 
tions. Thus, examples described berein are not limited to any 
specific combination of handware and software.

The term "compoter-redable medium" refers to any 
medium that participates in providing data (eg. instroc- 
tions) that may be read by a processor and accessed within 
a computing envircoment. A computer-readable modium 
may take many forms, including but not limited to oon- 
volatile media and volatile melia. Non-volatile media 
include, for example, optical or magnetic disks and otber 
persistent memory, Volatik media include dynamic random 
access memory ("DRAM"). Common forms of computer- 
readable media inclucke. for exampl, n solid state drive, a 
ilsh drive, a hard disk, any oiber magnetic medium, a 
CD-ROM. Digital Versatile Dac (DVD") any other optical 

modium RAM. programmable read-only memory 
("PROM"), erasable programmable read-only memory 
("EPROM") a USB memory stick, any other memory chip

or cartridge, or any other medium from which o computer 
can read. The term “computer-readable memory" specili- 
cally excludes transitory propagating signals, carrier waves, 
and wave forms or other intangible or transitory medin that 

s may nevenbeless be realable by a computer. The term 
"carrier wave" may refer to an electromagnetic wave modu- 
lated in amplitude or frequency to convey a signal.

The innovstions can be described in the general context of 

computer-exccutabk instructions being execuled in a com- 
10 puter system on a target real or virtual processee. The 

computer-executabke instructions can include instructions 
executable on processing cores of a general-purpose pro- 
cessor w provide functionality described herein, instructions 

executable to control a GPU or special-purposel hardware to 
is provide functionality described berein, instructions execut- 

able on processing cores of a GPU to provide functionality 
described herein, andor insinictions executable on process- 
ing cores of a special-purpose processor to provide func- 
tionality described herein. In some implementations, com- 

20 puter-executable instructions can be organized in program 
modules Generally, program modules include routines, pro- 
grams, libraries, objects, classes, components, data struc- 
tures. etc that perfon particular tasks or implement par- 
ticular abstract data types The functionality of the program 

25 modules may be combined or split between progrm mod- 
ules as desired in various embodiments Computcr-execut- 
able instructions for program moduks may be execuled 
within a lccal or distributed computer system

Numerous examples are described in this disclcsure, and 
30 are presented for illustrative purposes only. The described 

examples are not, and are not intended t be. limiting in any 

sense Tbe presently disclosed innovations are widely appli - 
cable to unmerous contexts, as is readily apparent from the 
disclosure One of ordinary skill in the an will recognize that 

as the disclosed innovations may be practiced with various 
modifications and alterations, such as structural, lgicnl. 
software, and eloctrical modifications Although particular 
features of the disclosed innovations may be described with 
reference to one or more perticular examples, it sboul be 

40 urxlerstood iit sucb features are not limited to usage in the 
one ce more particular examples with reference t which 
they are described, unless expressly specified otherwise. The 
present disclosure is neither a literal description of all 
examples nor a listing of features of the invention that must 

45 be present in all examples
When an ordinal number (such as “first." "second." 

"third" and so on) is used as an adjective before a term, thut 
ordinal mimber is used (unless expressly specifid other 
wise) merely to indicate a paniculor feature, such as w 

50 distinguish that particular feature fim another feature that 
is described by the same ter or hy a similar term The mere 
usage of the ordinal numbers "first," "second.” “third,” and 
so on docs not indicate any physical order or location, any 
ordering in time, or any mnking in importance, quality, or 

55 otherwise. In addition, the mere usage of ordinal munbers 
does not define a numerical limit to the features iderxitied 
with the ordinal numbers

When introducing elements, the articks "u," "an," “the,” 
and "said" are intended to mean that there are one or more 

60 of the elements. The terms “comprising," including,” and 
"having" are intenxded to be inclusive and mean that there 
may be oditional clements other than the listed clements.

When a single device, component, molule, or structure is 

described, multiple devices, comporents, modules, or struc- 
65 tures (whether or vot they cooperate) may instend be used in 

place of the single dev ice. component, module, or strocture. 
Functionality that is described as being possessed by a single 
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device may insteed be possessed by multiple devices, 
whether or nol they cooperate. Similarly. whore multiple 
devices, components, modules, or structures are described 
herein, whether or not they cooperate, a singk device, 

component. module. or structure may instead be used in 
place of the multiple deviocs, components, modules, or 
structures. Functionality that is described as being possessed 
by multiple devices may instead be possessed by a single 
device. I n general, a computer system or device can be kcal 
or distributed, and can inclodle any combination of special- 
purpose hardware and or hardware with software imple- 
menting the furctionality, described herein

Funhier, the techniques and tools described herein are cot 
limited to the specific examples described herein. Rather, the 
respective techniques and iols may be utilized indepen- 
dently and separately from other techniques and tools 
described berein.

Device, components, modules, or structures that are 111 
communication with each other need not be in continuous 
communication with each other, unless expressly specified 
otherwise. On the contrary, such devices, components, mod- 
uies, or structures need only transmit to each other as 
necessery or desirable, and may actually refrain from 
exchanging dota most of the time. For example, o device in 
communication with another device via the Internet might 
not transmit data t the other device for weeks at a time. In 
addition, devices, components, modules, or structures that 
are in communication with each other may communicate 
directly or indirectly through onc or more intermediaries

As used herein, the term "send" depotes any way of 
conveying information from one device, component, mod- 
ule, or structure to another device, component, module, or 
structure. The term "receive" denotes any way of getting 
information at one device, component module, o structure 
from another device, component, module, or structure. The 
devices, components, modules, or structures can be part of 
the same computer system or different computer systems 
Information can be passed by value (e.g.. as a parameter of 
a message or function call) or pessed by reference (e.g. in 

a buffer). Deperdling on context, infonnation cn be com- 
municated directly or be conveyed through one or more 
imtermodiate devices, components, modules, or structures. 
As used herein, the term "connected" dentes an operable 
communication link baween devices, components, mod- 
ules, or structures, which can be part of the same computer 
system or different computer systems. The cperable com- 
munication link can be a wired or wireless network conne- 
lion, which can be direct or pass through one or more 
intermediaries leg. of a Dctwork).

\ description of an example with several features does rot 
imply that all or even any of such features are required. On 
the cootrary, a variety of optional features are described to 

illustrate the wide varicly of possible examples of the 
innovations described herein Unless otherwise specified 
explicitly, no feature is essential or required

Further, although: process steps and stages mny be 
described in i sequential order, such processes may be 
configured w work in different orders. Description of a 
specific sequence or order docs not necessarily indicate a 

ropuiremen that the steps stages be performed in that order 
Sieps or stages may be performed in any crder practical. 
Further, some steps or stages may be performed simultarx- 
ously despite being cescriked or implied as occurring con- 
simultaneously. Description of a process as including mul- 
tipl steps or stages docs bot imply that all. or even any, of 

the sleps or stages are essential or required. Various oiber 
examples may omit some or all of the described steps or

stages. Unless otherwise specified explicitly, no step or stage 
is essential or required. Similarly, alibugh a product may be 
described as including multiple aspects, qualities, or char- 

acteristics, that does not mean that all of them are essential 
s or required. Various other examples may omit some or all of 

the aspects, qualities, or charecteristics.
Many of the techniques and took descrihed Erein are 

illustrated with reference t a media codcodecoder system 
such as a vidoo coderdecoder system, audio codendecoder 

10 system, or texture cxlerdecoder system. Alleratively, the 
techniques and tools described herein can be implemented in 
a data codlerdecoder system for use in coding/decoding texi 
data or other data, generally.

An enumerated list of items does not imply that any or all 
15 of the items are mutually exclusive, unless expressly speci- 

fied otherwise. I ikewise, an enumerated list of items does 
not imply that any or ail of the items are comprehensive of 
any category, unless expressly specified otherwise

For the sake of presentation, thedelaikd description uses 
20 tens like “determine" and "sleet" to describe computer 

operations in a computer system These tens denote opera- 
tions perlonmed by one or more processors or other com- 
penents in the computer system, and sboul not be confused 
with acts performed by a human being. The actual computer 

25 operations corresponding, w these terms vary depending on 
implementation.
Il Exumpk Network Environments,

FlGS. 2o and 2b show example network environments 
(201, 202) that includk: medin encoders (220) and modia 

10 decoders (270) The encoders (220) and decoders (270) are 
connected over a network (250) using an appropriate com- 

munication protocol The network (250) can include the 
Interet andior another computer network.

In ibe network environment (201 ) shown in FIG. 2a. each 
as real-lime communication ("RIC") tool (210) includes both 

an encocr (220) and a docoder (270) for bidirectional 
communication. A given cucoder (220) can prodice cutput 
compliant with a melia codec formal or extension of a 
media codec format, with a coresponding decoder (270) 

403 aocepling encoded data from the encoder (220). Tbe bidi- 
rectional communication can be part of a conference call or 
other two-party or multi-party communication scenario. 
Although the network environment (201) in FIG. 2a 
includes two real-time communication tools (210) the net- 

45 work environment (201) can instead inclixle three or more 
real-time communicatico tools (210) that participate in 
multi-party communication

A real-time communication icol (210) is configured w 
manage encoding by an encoder (220) FIG 3 shows an 

50 example eocoder system (300) that can be incluled in the 
real-time communication icol (210). Alternatively, the real- 
time comniication tool (210) uses another encoder sys- 
tem. A real-time communication tool (210) is akoconfiy- 
ured to manage decoding by a doooder (270). FIG. 4 shows 

55 an example decoder system (400). which can be included in 
the real-time communication tool (210). Altematively. the 
real-time communication tool (210) uses another decoder 
system.

In the network environment (202) shown in FIG. 25. an 
60 encoding wool (212) includes an cocoder (220) that is con- 

figured to encode media for delivery to multiple playback 
tools (214). which include decoders (270). The unidirec- 

tional communication can be provided for a surveillance 
system, web monitoring system, remote desktop conferenc- 

65 ing peesentation, gameplay broadcast, or other sccaario in 
which media is encoded and sent from one location to ore 

or more other locations for playback, \though the network 
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environment (202) in FIG. 2b includes two playback tools 
(214), the network envirotent (202) can include more or 
fewer playback tools (214). In geocral. a playback tool (214) 
is configured w communicate with the encoding tool (212) 

w determine a stream of encoded media for the playback ’ 
tool (214) t receive. The playback tool (214) is configured 
to receive the strcem, buffer ibe received encodel data for an 
appropriate period. and begin decoding and playback.

FlG. 3 shows an example encoder system (300) that can 
be included in the encoding tool (212). Altenstively. the 10 

encoding tool (212) uses another encoder system The 
encoding tool (212) can ako include server-side controller 

logic for maraging cmnections with one or more playback 
wools (214). FIG 4 shows an example decoder system (400) 
which can be included in the playback tool (214). Alterm- is 
tively, the playback tool (214) uses another decoder system 
A playback wol (214) can also include client-site controller 
logic for managing connections with the encoding tool 
(212).
III Example Media Ercoder Systems. 20

FIG, 3 is a blck diagram of an example encoder system 
(300) in conjunction with which some described examples 
may be implemented. The encoder system (300) can he a 
general-purpose encoding tool capobk of operating in any of 
multiple encoding modes such as a kyw-latercy encodling 25 

mode for real-time commmnication, a transcoding mode. and 
a higher-latercy encoding mode for producing molia for 
playback from a file or stream, or it can be a special-purpose 
encoding tool adapted for one such encoding mode. The 
encoder system (300) can be adapted for encoding of a 30 
particular type of content (e.g. caner video content, screen 
content, texture content for graphics). The cocoder system 
(300) can be implemented as pert of an operating system 
module, as pert of an application library, as part of a 
starlalone application. using GPU hardware, andor using as 
special-purpose hardware. Overall, the encoder system 
(300) is configured w receive input (305) from a source and 
produce encoded data In a bitstream (395) as output to a 
channel. For example, the source can be a vido camera (for 
utural video) screen capture module (fir screen content) 40 
graphics engino (for texture). or microphone (for audio).

The encoder system (300) includes one or more prediction 
modules (310), one or more resslual coding modules (320). 
one or more residual reconstruction modules (330) one or 
more huffers (335), one or more entropy coders (340), and 45 
a multiplexer (350) The encoder system (300) can include 
other modules (not shown) that are configured to perform 

pre-processing operations (e.g., for color spoce conversion, 
sub-sampling, etc ) comtol operations leg., receiving feed- 

buck from modules, providing control sigmls w modules w 50 
sel an change coling parameters during encoding. selling 
syntux elements that indicate decisions made during enood- 
ing, so that a corresponding decoder can make consistent 
decisions). filtering operations, or other operations.

The prediction module(s) (310) are configured to predict 55 

a current unit of media (eg.. frame, block, object. set) using 
previously reconstructed media content, which is stored in 
the buffer(s) (335). In gencral, for vide or image content, a 

block is an mxn arrangement of sampk values, and a frame 
is an arrangement of blocks in one or more color plancs For 60 
audio content, a block or frame is a series of sample values. 
For texture content, a set of sample values may represent 
iexture values for poinis of a grapiacs abject For example, 
for video conteu. the prediction modules) (310) can be 
configured to perform operations for motion compensation 65 
relative to previously encoded reconstructed pictures (irter 
picture prediction). Or. as another example. for vidoo con­

tent or image coment, the prediction modules) (310) can be 
configured to perform operations for intra spetial prediction 
or intra block copy prediction within a picture (imra-picture 
prediction). In some types of encoder system (300) the 
prediction module(s) (310) are arranged differently. For 
example, for audio content. the prediction module(s) (310) 
can be configured to perform operations for linear predic- 
tion. In otxr types of encoder system (300) there are no 
prediction module(s)

In FIG. 3. the prediction molule(s) (310) are configured 
to produce a prediction (315) for the current unit ofmodia. 
The encoder system (3010) is configured to determine dif- 
ferences between the current unit of media from the input 
(305) and its prediction (315) This provides values of the 
residual (318) For lssy coding, the values of the residual 
(318) are processed by the residual coding modul(s) (320) 
and residual reconstruction modulets) (330) For lossless 
coding. the residual coding, module(s) (320) ard residual 
reconstructicn module(s) (330) can be bypassed.

The residual coding module(s) (320) are configured t 
encode the values of the residual (318). Typically, the 

residual coding mosule(s) (320) include • frequency trans- 
former an scaler quantizer. A frequency transformer is 
configured to convent input-domain values into frequency- 

domin (i.e. spectral, transform) values For block-hased 
coding. the frequency transformer can apply a diserte 
cosine transform (DCT"), an integer approximation 
thereof, or another type of forward blck transform to blocks 
of residuni values (or sample values if the prodiction (315, 
is null). producing blocks of frequency transform cceffi- 
cients. The scalerquantizer is configured to scale and quan- 

tize the transform cocticients Alternatively, the residual 
coding module(s) (320) can include a scaler-quantizer but 
not a frequency transformer. in which case values of the 
residual (318) are directly scaled quantized.

The residual reconstruction module(s) (330) are config- 

ured to reconstruct values of the residual (318), which 
typically produces an approximation of the valus of the 
residual (318). Typically. the residial reconstruction 

module(s) (320) includle a scaler/invere quantizer and an 
inverse frequency transformer. The scaleninverse quantizer 
is configured to perform inverse xaling and inverse quan- 

tiration on the quantized transform coellicienss. When the 
transform stage has not been skipped, an inverse frequency 
transformer is configured to perform an inver frequency 
transform, producing reconstructed residnal values or 
sample values If the transknn stage bas been skipped, the 
inverse frequency transform is also skipped. In this case, te 
scaler'inverse quantizer can be configured to perform 
inverse scaling and inverse qntization on residual values 
(or sample value data), producing reconstructed values.

The cocoder system (300) is configured to combine the 
reconstructed values of the residual (318)und the prediction 
(315) to produce an approximate or exact reconstruction of 
the original content from the input (305). The reconstruction 
is stored in the buter(3) (335) for use in subsequent predic- 

tion operations (In lossy compression, some information is 
lost from the input (305).) If the residul coding module(s) 
(320) and residual reconstruction module(si (330) are 

bypassed (for losskss compression), the values of the 
residual (318) cen be combined with tbe prediction (315) If 
residual values have not been encoded signaled, the encoder 
system (300) can be configured to use the values of the 
prediction (315) as the reconstruction.

The entropy coder(s) (3401 are configured to erkropy code 
the output from the residual coding module(s) (320) (e.g., 
quantized transform coefficients) as well as skle information 
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from the prediction module’s) (310) (e.g., purmeters indi- 
eating bow prediction Irs been pertermed) ard other side 
information (e.g., parameters indicating decisions made 
during encoding) The entropy coden(s) (340) can be con- 
figured to determine parameters that represent quantized 
transform coefficients. side information, cic. The entropy 
colers) (340) can be contigured to prelict values of param- 
elers based cu comextual information, then encode differ- 
ences between the zctunl values and predicted values. For 
input symbols that represent the values to be encided, the 
entropy coder s 113401 can be configured to perfom entropy 
cxling in various ways Typical entropy coding, techniques 
include Exponential-Golomb coding. Ciolomb-Rice coding, 
context-ardoptive binary arithmetic coding CCABAC) dif- 

ferential cxling, Huffman coding. run length coding. Lem- 
pel-Ziv ("I Z") coding, dictionary coding. RANS encoding 
and other varations of ANS coding, and combinations of the 
above. The entropy coder(s) (340) can be configured to use 
different coding technkjues for different kinds of data and to 
apply multiple techiniques in combination. In particular, the 
entropy coder(s) (3401 include one or more RANS encoders 
Examples of RANS encoders are described below with 
reference to FIG. 5. The ihiplexer (350) is configured t 
format the eucoded data for output as port of the bitstream 
(395).

Depending on implemerstation and the type ofcompres- 
son desired, modules of an encoder system (300) can be 

added, omitted, split into multiple modukes, combined with 
other moduks. andfor replaced with like modukes. In alter- 
native embodiments, encoder systems with different mod- 
ules an or otlr configurations of modules perform one or 
more of the techniques described herein Specific embodi- 
ments of encoder systems typically use a variation or 
supplemented version of the encoder system (300) The 

relationships shown between modules within the encoder 
system (300) indicate gencral flows of information in the 
encoder system: other relationships are not shown for the 
sake of simplicity.

An encoded data buffer (not shown I is configured to store 
ihe encodel dala for the bustreon (395) for oput. In 
general, the encoded data contains, according to the syntax 
of an elementary coded meda bitstream, syniax elements for 
various layers of bitstream syntax. Media metadata can abo 
be stored in the encoded data butfer. A channel encoder (not 
shown) can be configured to implement one or more media 
system multiplexing protocols or transport protocols. in 
which case the channel encoder can be configured to add 

syntax elewents as part of the syntax of the protocol(s). 1 he 
channel encoder can be configured to provide ourput to a 
chanpe), which represents storage, n comumunications con- 
nection, or another channel for the ourput.
IV Example Media Decoder Systems.

11G. 4ia bkick digrm of an example decoder system 
(400) in conjunction with which some described examples 
may be implemeoted The decoder system (400) can be a 

general-purpose decoding tool capable of operating in any of 
multiple decoding modes such Bs n kow-Intency decoding 

mode for real-time communication nod a higber-latency 
decoding mode for medis playback from a file or stream, or 
it can be a specinl-purose decoding tool adapted for one 
such decoding mode. The decoder system (400) can be 

implemented as part of an operating system modulc. as part 
of an application library, as part of a staralone application, 
using GPU hardware, and’or using special-purpose hard- 

ware.
Coded data is received from a channel. which can rpre- 

sent storage. a communications connection, or another chan­

nel for coded daa as input A channel decder (not shown) 
can process the coded datn from the channel. For example, 
the channel decoder can be configured to implement cne or 
more meda system demultiplexing protocols or transport 

' protocols, in which case the channel decoder. can be cm- 
figured to parse syntax elements added as part of the syntax 

of the protocols).
n encoded data buffer (not shown) is configured to store 

encoded data that is output from the channel decoder. Ibe 
encoded data contains, according to the syntax of an elemen- 
tary coded media batstream. syntax elewents s various 

levels of bitstream syntax. 1 he encoded data butler can also 
be configured to store modin metadata. In geneml, the 

1s encoded dit butler s configured to temporarily siore 

encoded data until such encoded data is used by the decoder 
system 1400 1. At that point, encoded data is transferred from 
the eocoded dats buffer to the decoder system (400). As 

decoding continues. new coded data is added t the encoded 
20 data butler, and the oklest code data remaining in the 

encoded data buffer s transferred to the deooxler system 

(400),
The decoder system (400) is configured to receive 

encoded data in a bitstrcam (405) prodixce reconstructed 
25 modia as output (495) The decoder system (400) includes a 

demultiplexer (410), one or more entropy decoders (420). 
one or more residual reconstruction modules (430) one or 

more preliction modules (440), at one or mor buffers 
(435), The decoder system (400) can inclode otber modules 
(nos shown] that are configured to perform control opera- 
tions (eg. receiving feedback from modnles, providing 
control signals to modules to set and change decoding 
parameters during decoding). filtering operations, post-pro- 

as cessing operations (eg. for colr space conversion, up- 
sampling. etc.). or otlxr operations.

The encoded data buffer is configured to receive and store 

encoded datn in the bitstrcam (405), and make the recived 
encoded data availbk to the demultiplexer (410). The 

40 demultiplexer (410) is configured to parse encoded data 
from the bitstream (405) and provide it to the appropriate 
entropy decoder(s) (420) The entropy decoden(s) (420) are 
configured to enmopy decode the encoded data, producing, 
omput symbols for perameters. The parameters can repre- 

45 sent data to be provided to the residual reconstruction 
module(s) (430)(e.g.. quantized transform coefficients), side 
information to be provided to the prediction module(s) (440) 
(e.g., parameter indicating how prediction has bon per- 
formed), or other side information ie.g , parameters indicat- 

50 ins decisions were mode during encoding). The eitropy 
decodens) (420) can be configured to prelict values of 
parameters based on contextunl information, decode differ- 

ences between the achuml values and predicted vahies, and 
combine the differences and predicted valics Thus. the 

55 entropy decodens) (420) can be configured to reconstruct 

parameters that represent quantized transform coefliciems 
and side information The entropy decodens) (420) can be 
configured to perform entropy decoding in various ways 
Typical etropy decoding techniques include Exponential- 

60 Golomb decoding, Golomb-Rice decoding, context-ndap- 

tive hinsry arithmetic decoding. Hntlman decoding, run 
leugth decoding. I cnpel-Ziv ("I Z") decoding. dictionary 
decoding. RANS decoding and other variations of ANS 

decoding. and combinations of the above. The entropy 
• 5 decoden(s) (420) can be configured to use diticrent decoding 

techniques for different kinds of data an to apply multiple 
techniques in combination. In particular. the entropy decod­
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er’s) (3-40) include one or more RANS decoders Examples 
of RANS decoders are described below with reference to 
FIG. 6

The residual reconstruction module(s) (430) are config- 
ured to reconstruct vales of the residual (432). which 
typically produces an approximation of the original values 
of the resklual (432). Fer example, the residual reconsiro: 
tion madnleis) (430) include a scaledinverse quantizer and 
an inverse frequency transfoner. The scalerinvers: quan- 
fizer is configured to perform inverse scaling and invere 
quantization on quantized transform coefficients. When the 
transform stage has nt been skippel, an inverse frequency 
transformer is configured to perform an inverse frequency 
transform, producing reconstructed residual vales or 
sample valecs. The inverse frequency iransform can be an 
inverse DCI, an integer approximation thereof, or atotber 
type of inverse frequency transform If the transform stage 
has been skipped. the inverse frequency transform is abo 

skipped. In this case, the scaledinverse quantizer can be 
configured w perform invene saling and inver qumtica- 
tion cn residual values (or sample value data) producing 
reconstructed values. For lossless decompression, the 
residual reconstruction module(s) (330) can be bypassed.

The prediction module(s) (440) are configured to predict 
a current unit of modin (es, frame, block, object, set) using 
previously reconstructed media content, which is stored in 
the buffer(s) (435) For example, for vickoo content. the 
prediction medule(s) (440) can be configured t peform 

operations for motion compensation relative to previously 
encoded reconstructed piclures (inter-picture prediction). 
Or, as another example. for video content or image content, 
the prediction module(s) ' 440) can be configured to perform 

operations for intra spatial prediction or intra block copy 
prediction within a picture (intra-pictur prediction). In 
seee types of decnda system (400). the prediction 
modnle(s) (440) are arranged differently. For example. for 

audio content, the prediction module(s) (440) can be con- 
figured to perform operations for linear prediction. In oiber 
types of decoder system (440) there are no prediction 

module(s).
In FIG. 4. the prodiction module’s) (440) are configured 

to produce a prediction (442) for the current unit of malia 
The decoder system (400) is configured to combine the 
reconstructed values oftixe residual (432)and the prediction 
(442) to produce an approximate or exact reconstruction of 
the media content. The reconstruction is stored in the 

butfer’s) (435) for use in subsequent prediction operations 
If residual valoss lave noi been encodalsignaled, the 
decoder system (4001 can be configured to use the valoes of 
the prediction (442) as the reconstruction

Depending on implementation and the type of écom- 
pression desired, modules of the decoder system (400) can 

he adkdled, omitted, split into multiple moxdlules, combined 
with otber modules. andior replaced with like modules. In 

alterative embodiments. docoder systems with different 
modules and/or other configurations of modules perform one 
ormoreof the techniques described berein Specitic embodi - 
ments of doaxler systems typxcally use a variation or 
supplemented version of the decoder system (400) The 

relationships shown between modules within the decoder 
system (400) indicate general flows of information in the 
decoder system: other relationships are not shown for the 
sake of simplicity.
V. RANS Encoding Deceding. in General

Asymmetric number system ("ANS") coding/dccoding 
potentially offers high compression efliciency and low com- 
putational complexity In particular. range ANS (RANS”)

coding/decoding con work well when symbol bave many 
possible values (krge alphabes) but certain values are very 
common RANS encoding/decoding also permits interleav - 
ing of output from multiple RANS encoders into a single 

s output bastream of encoded data, with multiple RANS 

decoders being usabk to docode symbols from the bitstrcam 
concurrently, which can speed up the RANS encoding/ 
decoding process.

\ RANS encoder encodes a symbol s by modifying an 
10 input state x, producing an upilated state x. The state x can 

be expressed as a single natural nmber. The main coding 
function for RANS encoding can be expressed as:

C35)-Cony,Nsv-nz/, -r,

I s w here tlcon inpur) is a function that accepis a real number as 
input and returns the greatest integer less than or equal to the 
input, moda, b) is a function that gives the remainder of a 
divided by b. and <n indicates a left shift by n bits. The 
value n indicates a number of bits used to represent prob- 

20 abilities of values for the symbols in ihe range 0.-.2-1.
The value n depends on implementation For example, n is 
16 The value f represents a factor for the symbol s accord- 
ing to a spread function In general, the spread function 
tracks the frequency of the respective values possibk for the 

25 symbol s, as sub-ranges within the range 0..2-1. A more 
probable vale for the symbol s has a larger sub-raage and 
larger value of f, and a less proboble value for the symbol 
shasa smaller sub-range and smaller value of f. For 

exnple. if the range is0 .. 65535. f, can be 16384 for a 
30 value occurring 25% of the time. 4096 for a vale cccurring 

6.25% of the time. 655 for a value occurring 1%of the time, 
and so on. Thestm of the probabilities is 1007% Similarly, 
for a range represented with n hits. the sum of the values of 
f, is 2". The value c, represents an offsct for the symbol s. 

as where the offset c, is the sam of sub-ranges from f up tof,.
not including f,

\ RANS docoder doodesa symbol s from an input state 
x. producing the symbol s and an updated state x. The state 
x can be expressed as a single natural number. The main 

40 decoding function for RANS decoding can be expressed as:

D)-0,”wox uuaki-c,l

whore on indicates a right shift by n bits, for a value n as 
defined above, and & indicates a bitwise AND operation. 

45 The valt: mask Kann-hit value?'-1 Thus, mask includes 
n 1 -bits. In the decoding function, the updated value of the 
stale x is given by f,"(x>ny(x & mask)-s. The value of 

ibe symbol » is found such that e, mod(x. Z‘)..1
The coding function C(s, x) increases the value of the 

50 state x. If f is large, the value of fon/f,) tends w ke 
smaller, a the resulting increuse in the value of the state x 
tends to be smaller. On the other had, iff, is small, the value 
of flcor(x‘f,} tends to be larger, and the resulting increase in 
the valu of the state x teods to be larger. This, for more 

55 common values of symbols, the increase in state x is smller.
In any case, to prevent the state x from overflowing what- 
ever buffer bolds it, bits are selectively shifted out of the 

state x as ciput encoded data.
Conversely, the decoding function D(x) decreases the 

60 valnc of the state x Iff, is large the vahe of f,‘(x n teods 
to be larger, and the resulting decrease in the value of the 
stanc x tends to be smuller On the other hand, iff, is small, 

the value ofI,”(x>n) tens to be smaller, and the resulting 
decrease in the value of the state x tends to be larger. Thus. 

6 5 for more common values of symbols, the decrease in state x 
is smaller. In any case, to prevent the state x from under- 
flowing (since a RANS decoder typically dees not include 
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state for all encoded symbols art the start of decoding I. bits 
are selecuively shftcd into the state x as mpul encoded data

For implementations in which encoded data is streamed 
from mi encoder system (including one or more RANS 
encoders I to a decoder system i including one or more RANS 
decoders), the coding function C(s. xi can be embedded in 

logic that selectively shifts encuded data out of the state x as 
output. Similarly, the decoding function Dx)can be emhed- 
de inl logic that selectively shifts enended data into the state 
x as mput.

For example, the coding fimction C(s. x) and logic that 
selectively shifts encudel data out of the slate X can be 
represented as follows.

w lik mre suitels in
vhlex) upper threshak[aj do 

wan I. ortput i mor,a hj i 
x - fcorix, 6)

ml ulile
x-Cs, xi

rut white

Il outer while loop continis so long as tlte are more 
symbols to encode (i.e . more_symbols is true) For a given 
symbol s to he encoderi, the R NS encoder performs 
operations that include operations of an inner while kiop and 
coding function C(s, x) The RANS encoder selectively 
outputs encoded data from the state x tn chunks of log(b) 

bits so long us the state x is greaer than upper -threshold s] 
I he value lng {h) indicates a number al buls ul encuded data 
I stanc) to be omput For example, log(b) is 8 to output a byte 
al n time, and b is 256 The value of upper_ threshold 5] is the 
upper limit of an interval within which the state x of the 
RANS encoder should fall in order to encode the symbol s 

If the state x is higher than the upper limiraf the interval, hits 
are shifted out of the state x until the state x falls within tlo 
imervul The function write _to_outpnt (modix. b)) outpus 
log,b) hits produced by mud(x. bi, which are the lug,b) 
least-significant bits of the state x The stale x is dien 
adjusted by shifling ing(b) hits out ol the Stale X, accurling 
to floorx. b). When the stale x is less than or equal to the 
upper limit of the interval (that is, xS-upper_threshniis]), 
tlo symbol $ 13 encuded uising the coding functiun ( . 
producing an updated stale k

For corresponding decoding, the decoding function Dix) 
and logic that selectively shifts encoded data into the state x 
can be represented as follows

ulile more eucosled datu.do
(-n)= D)
use’s)
whils s : lmer.thwsbold d

*-**x+ tew _isput 
id while

en uhle

The outer while loop continues so long as there is more 
enended data to decoie (i.e, more encoded data is trie). 
For a given symbol J to be decoded, the RANS decoder 
performs operations that include the decoding function D(s. 
x)a function to use the symbol s, and operations of an inner 
while loop The symbol s it decoded using the coding 

function D(x), which also produces an updated state x. The 
symbol 3 is used (as indicated by the uso(s) function). Then, 
the RANS decoder selectively inputs encoded data in chunks 
of log(b) bits into the state x, su lung as the stale x is bess 
Ilian lwer_threshold. The value log/b) indicates a number

of bits of encoded data (state) to be input. For example, 
log(b) is 8 lo mpul a byle at a Lime, and b s 250. The value 
of lwer_threshold is the lower limit of an interval within 

which the suite ofthe R ANS decoder should tall in order to 
* decode tlx next symhol s if the state x is lower than the 

lower limit of ilie interval, bite are shifted into the state until 
the state x falls within the interval Specifically, the siate x 
is shifted by kig,(b i bits and a value new -input is added in. 
according to hxx+new_inpat The vale new_ input has 

Lo log,(b)bits.
For additional explanation of RANS encoding and RANS 

decoding see, e.g . Dula, u \symmein Numeral Systems: 
Entropy Coding Combining Speed of Huffman Coding with 
{ompression Ratenf Arithmctic Coding, 24 pp (2014) and 

1S Duda et al.. “The Us of Asymmetric Numeral Sysiems as 
an Accurate Repincement for Huffinan Coding." IEEE, pp 
65-69 (2015)
VI. Example RANS Enonders and RANS Decoders

Previous RANS encoding decoding approaches provide 
20 gixul perionance ill many soctirins, hut there is ruom for 

improvement in terms of computational efficiency for hard- 
ware implementations of R ANS decocling and adaptiveness 
of RANS encoding decoding This section describes inno- 
V at iv e features of R ANS encoders and RANS decoders Tlx* 

25 features incide, cut are not Immiledin, the following,
Two-phase implementation of RANS decoding. A RANS 

decoder can be implemented in hardware using a two-phase 
structure In one phase (phase OX RANS decoder state is 
selectively updated, potentially consuming encoded data. In 

10 iite olber nhase (phase 11 new enculed data E scluclively 
merged into the RAN'S decoder state, and an output symbol 
is selectively generated The two-phase structure offers high 
throughput for a given amount uf area and power. Also, 
compared ui other RANS decoding implementations, the 

15 Iwu-phase structure can pert higher click raies. Alsu, the 
two-phase structure petmits simultancons (concurrent) 
decoding of muitiple data streams (eg., two data strcamsh

Configurable symbol w idth. A RANS encoder and RANS 
decoder can have a default symbol width that is configur- 

40 anle I or example, the default symbol wilh for symbols of 
a stream can be set to d hits, where d is between 2 and 9. Ilis 
allows the same R \NS encoder and B \NS deender to be 
used for various types of symbus.

Switchable sialic probability models. A RANS encoder 
45 and RANS decoder can switch hetween multiple static 

probahility models. This can allow the RANS encoder 
decoder lo adapt quickly to changes in probability distribu- 
lions al symbols. The salic prohallily mudlels can he 
represented in lookup tables or other "pluggable” structures 

50 A selected static probability mxidtel can be signaled with n 
synlax elemet in a hilstream, which curumes lew hls. A 
moderate number of probability model* leg S. 16. or 32) 
can provide gond compression eliiciency without consum 
ing too much storage or memory resources

55 Selectively flushing RANS decoder stule A RANS 
decoder can selectively flush state between fragments during 
decoding if compression efficiency is helped, the final siale 
afer decoding of one frgment can he used as the initial state 
for decoding of the next fragment. On the other land, if 

vi compression efficiency is better when decoding for the next 
fragment stars * ith a new initial state; the ste of the RANS 
decoder can be flushed and reinitialized. The decision about 
whether i flush RANS decoder stale can he signaled with 
a syntax elemeut in a bitstream, which consumes few bits.

55 Adinsting symbol width between fragments. A RANS 
encoder ard RANS decoder can selecuively adjust the sym- 
hol width of symbols fora fragment. Even if the symbols of 
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a stream all have the same default symbol with. symbols in 
ore fragment of the stream may have only low values (less 
than a threshold). In this case. the RANS encodendecoder 
ca adjust (norrow ) the symbol width for the symbols in tht 
fragment, thereby improving compression efliciency. The 
adjustment to symbol width can be signaled using a syntax 
element in the hitstream, which consumes tew bits

The foregoing innovative fearures can be used in comhi- 
nution or separately.

A. Example Configurations of RANS Encders/Dccoders.

FK i 5 shows an example RANS encoder system (500) in 
which some described examples can be implemented The 
RANS encoder system (500) includes a singk RANS 
encoder (520) but in practice a RANS encoder system (500) 
ca include multiple instances of RANS encoder (520). 1 he 
modules shown in FIG 5 are implemented with dedicated 
special-purpose computing haniware (encoder logic, buf 
fers, etc.) but can alternatively be implemented in software 
with gencral-purpose computing hardware.

In general, the RANS encoder (520) is configured to 
accept a stream of input symbol, encode the input symbols, 
and output encoded data as part of a bitstrcam. In some 
example implementations, the input symbols have an indi- 
caed symbol width, and the encoded damn is arranged as 

byles Iypically, the tolal mmber of bits output is less than 
the total number of hits input, providing compression.

The input symbol buffer (510) is contigured to slore input 
symbols for encoding The input symbols have a symbol 

widib (number of bits per symbol). The input symbols con 
represent parameters for quantize transform coellicients 
from medio (e.g.. v ideo, images, audio, texture for graphics), 
parameters for other residual data from media, or other data 
In general, RANS encoding/decoding tends to provide good 

compression efficiency for prediction residual values, for 
which symbols having a value of zem are most common, 
symbols having values close to zero are less common, and 
symbols having values further from zero are even more rare

The input buffer (522) in ie RANS encoder (520) is 
configured to store an input symbol (512). which is prov ided 

from ihe input symbol bufler (510). Ove or wore registers 
(524) in the RANS encoder (520) are configured to store 
state information. The R ANS encoder (520) is configured to 
encode the input symbol (512) using, state information stored 
in the registers) 1524). As nooded. the RANS encoder (520) 

writes encoded data to ihe output buffer (526), shifting the 
encoded data out of state infonation in the registers) (524 X 
The output buffer (526) is configured to store a portion (527) 
of encoded data. For example, the oulput buter (526) is 
configured to store a byte of encoded dotu

The encoded dnta buffer (540) is configured to store the 
portion (527) of encoded data, which is proviled by the 
ourpu buffer (526 ) The encoded dat buffer (540 ) con store 
multiple portions of encoded dta, until the encoded data 

(542) is provided to the multiplexer (550) Ihe multiplexer 
(550) is configured to multiplex the encoded data (542) from 
the encoded data buffer (540) with other informatico (eg., 
configuration information (528), initial state informmion 
(529), and datn from other instances of RANS enenders).

In some example implememtations, the RANS encoder 
(520) has n varinbie symbol width. For example, the RANS 
encoder (520 ) has an input parameter that indscates a default 

symbol width for input symbols provided from the input 
symbal butfer (510) Typically, the input parameter is set 
who the RANS encoder (520) is initialized. This allows the 
RANS encoder (520) to switch betwon different default 
symbol w idils for different encoding sessions. For example, 
the default symbol w iith can be a vale in the range of 2 bits 

to 9 bits. Altemaively, the default symbol width cn have 
some other value (e.g.. 1bat. 10 bits. 12 bils, or more hits). 
In alterntive example implementstions, the input parameter 
that indicates the defuul symbol width can be changed

' during encoding. In other alternative example implements- 
tions, the RANS encoder (520) always eocodes input sym- 
bods having a singk, pre-defined symbol width.

In some exampke implementations, the RANS encoder 
(520) cun change configuration parameters between frog- 

11 menis of input symbols/encoded data. A fragment can 
include a variable number of input symbols and variable 
amount of encooded data The RANS encoder (520) is 
configured t set boundaries between fragments based on 
various factors. Primarily, the RANS encoder (520) is con- 

is figured t change configuration parameters when doing so 
improves compression efliciency The RANS encoder (520) 
can also be configured t set a houndary between fragments 
at an existing boundary in media content (e.g.. picture, 

frame, coding unit, object) or to improve resilience to data 
20 loss (by allowing faster recovery, from a known initial sale).

In some example implementations, as shown in FIG 5 
the RANS encoder (520) is configured to access lookup 
tables that store probability information for different static 
probobility models, for different symbol widths during 

25 RANS encoding Memcry (530) is configured to store the 
lookup tables In some exampk implementations, memory 
(530) is contigured to store lookup tables for 16 ditlcrent 
static probability models, for each symbol width possible. 
The RANS enooder (520) is configured to use n symbol 

i ’ widh (521) and static probahility model selector (523] as 
indices to the lookup tables, and is configured to receive 

probobility information (532) in return Alternatively, 
memory (530) can be configured to store lookup tables for 
more or fewer static probability models (eg., a singk static 

as probahility model), o the RANS encoder (520) can be 
configured to use a dynamic probability model. Insteed of 

using lookup tubkes, a probability model can be represented 
in some otlser way (e.g.. a formula or equation, which may 
use less storage but be slower than lookup operations). In the 

40 examples shown in FIG. 5 (with multiple static probability 
models), the RANS encoder (520) is contigured t sigral. as 
part of configuration information (528), a syntax element 
that indicates which static probability model is used during 
encoding and decoding. When the RANS encoder (520) 

45 switches configuration parameters between fragments, the
RANS encoder (520) can switch static probability models 
from frugment to fragment This alkws the RANS encoder 
(520) to switch, in mxl-srem, t a static probability muxdel 
that provides more eflicicnt compression given the kcal 

50 probability distribution of values of input symbols.
In some example implementabins, the RANS encoder 

(520) is configured to adjust syinbol width, relative to the 

default symbol width, for RANS eocoding This allows the 
RANS encoder (520) to decrease symbol width used for 

55 RANS ercoding/decoding if the input symbols being 
encoded all have values below certain threshok values. For 
example, if the default symbol width is 8 bits for input 
symbols having vnlues in the range of0. 255, but all of 
the input symbol have values less than 64. the symbol width 

60 used for compression can be 6 bits (because 2 64. for a 
range of0... 63). In general, for a default symbol width d. 
values can be chocked against thresholds 2", 2". 2*3. and 

so on io deterine w betb.r symbol widhh can be decreased. 
In some exampke implementstions, the adjustment to symbol 

65 widtb canbe0,-1. -2, or -3. Alternatively, other values for 
the adjustment to symbol width can be used. The RANS 
encoder (520) is configured to signal, as part of configura- 
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tion information (528), a syntax ciement that indicates an 
aljustment to symbol width used during encoding and 
decoding. When the RANS encoder (520) switches configu- 

ration porameters between frgments, the R NS encoder 
(520) can switch the adjustment to symbol widhh from 
fragment to fragment This allows the RANS encoder (520) 

io switch, in mid-stream, i a symbol widh thi provides 
more etlicient compression given the local values of input 
symbols In alterative example implementations, the 
RANS encoder (520) doos not switch between different 
symbol widths.

In some example implementations, ibe RANS encoder 
(520) is configured to decide whether a corresponding 
RANS decoder will flush its state for a new fragment or use 

the final state from decoding the previous fragment as the 
initial stute for the new fragment The RANS epooder (520) 
is further configured to, when the RANS decoder state is 
flushed. determine and sigml initial state information (529) 
for the new fragment In practice, the initial state informa- 
tion (529 ; can be sigialed as the first portions of the encoded 
data (542) for the new fragment For example, the initial 
state information (529) includes four bytes of encoded data 
(542) or some other amount of encoded data (542). The 
RANS encoder (520) is configured to signal, as par of 

configuration information (528) a syntas element that indi- 
cates whether RANS docoder state sboukl be flushed for a 
new fragment. The RANS encoder (520) can signal the 
syntax cement per fragment. This allows the RANS encoder 
(520) to selectively retain RANS decoder state or flush 

decuder state, depending on which option proviles more 
efficien. compression. Even if the retained RANS decoder 

state is Dot ideal, using it saves signaling of initial state 
information (529) for the new fragment. In alternative 
cxample implementations, the RANS encoder (520) always 
flushes RANS deceder state between fragments. In oiber 

alterative example implemeniations, the RANS encoder 
(520) always retains RANS decoder state between frg- 
menis.

FIG 6 shows an example RANS decoder system (600) in 
which sme described examples can be implemeniel. The 
RANS decoder system (600) includes a singke RANS 
decoder (6.30), but in pricticea RANS decoder system (600) 
em include multiple instances of RANS decoder (630). 1 he 
modules shown in FIG 6 are implemented with dedicsted. 

special-purposl computing hariware (dooodler logic, huf- 
fers. etc.) but can alternatively be implemented in software 
with general-purpose computing hardware.

In general, the RANS decoder (630) is configured w 
recive encoded data as part of a bitstream, docode output 

symbols, and generate a stream of output symbols in some 
example implementations, the encodl data is arranged as 
bytes. and the output symbols have an indicated symbol 
width. Typxally, the total number of bits output is greater 
than the total number of bits input, providing decompres- 
sion

The demultiplexer (610) is configured to demultiplex the 
encoded data (612) from the input bitstrcam. aliug with 
demultiplexing other information (eg . configumtion infor- 
mation (614) initial state information (616). and dats for 
other instances of RANS decoders). The demultiplexer 
(610) is configured to provide the encoded data (612) to the 
encoded data buffer (620) which is configured to store the 
encoded data (612) and provide it, as needed, to the RANS 
decoder (630). The encoded data bufer (620) can store 
multiple portions (eg., bytes) of encoded data until the 
respective portions (622) are prov ided to the RANS decoder 

(630).

The input buffer (632) is configured to store a portion of 
encoded data prov ided by the encoded data buffer (620). For 

example, the input buffer (632) is cofigured to store a byte 
of encoded datu. The RANS docoder (630) i configured to 

s read a portion of encoded data from the input butter (632), 
as needed shifting the portion of encoded data into state 

information. One ce more registers (634) in tho RANS 
decoder (630) are configured to store the state information. 
The R NS docoder (630) is configured to decodke an output 

10 symbol using stale information stored in the registens)
(6341 The RANS decoder 1630) can perform decoding using 
a mu-phæse sinicture, as described ill the next section, of 
some other approach The output buffer (636) in the RANS 
decoder (630) is configured to store an output symbol (638), 

is which is subsequently provided to the symbol vector buffer
(650).

The symbol vector buffer (650) is configuredl to store 
output symbols generated in the decoding. The output sym- 

bols have a symbol w idth (number of bits per symbol) Tbe 
20 ouput symbols can represn puremeters for quantized 

transform coefficients from media (eg vidoo, images, 

audio, texture for graphics), parameters for other resichal 
data from media or other data.

In some exampke implementations, the RANS decoder 
25 (630) has a varinbk symbol width. For example the RANS 

decoder (630) has an input parameter that indicates a default 

symbol width for output symbols generated by the RANS 
decoder (630) Typically, the input parameter is set who the 

R ANS decoder (630) is initialized This allows the RANS 
t ' decoder (6.30) to switch between different default symbol 

widtlss for different decoding sessions. For example, the 
defnult symbol width can be a value in the range of 2 bits to 
9 bits. Altematively, the default symbol width can have 
some other value (e g.. l bit, 10 bits. 12 bits, or more bits), 

as In altemative example implementations, the input parameter 
that indicates the default symbol width can be changed 

during decoding io other alternative example implement- 
tions, the RANS decoder (6300) always decodes cuiput 
symbols having a single, pre-defined symbol widh

40 In some exampke implementations, the R NS decoder 
(630) can change configuration parameters between frag- 
ments of output symbols/encoded data \ fragment can 
include a variable mmber of output symbok and variable 
anount of encoded data The RANS decoder (630) is 

45 configured to determine boundaries. hetween fragments 
based on information signaled in the bitstream (e.g.. counts 
of bytes of encoded data in the respective fragments, pres- 
ence of Aan codes or other markers in the biistream)

In some example implementations, as shown in FIG 6, 
50 the RANS decoder (630) is configured to acces lookup 

iables that slore probability inforetion for different static 
probability models, for differcot symbol widths during 
R ANS decoding, Memry (640) is configured to store the 
lookup tables. In some example implementations, memory 

55 (640) is conligired to stere lookup tables for 16 ditfcrent 
static probebility models for each symbol width possible. 
The RANS decoder (640) is configured to use n symbol 
width (6311 and static probability model selector (633) as 
indices to the lookup tables, and is confignred to receive 

60 probobility information (642) in return. Alternatively, 
memory (640) can be configured to store lookup tables for 
more or fewer static probability models (eg., a singk static 
probability model), or ihx RANS decoder (630) can be 
configured to use a dynnmic probability model Insteed of 

65 using lookup tables, a probnbility model can be represented 

in sme other way (e.g.. a formula or equation, which may 
use less storage but be slower than lookup operations). In the 



US 11,234,023 B2
25 26

examples shown in FIG 6 (with multiple static probability 
models). the RANS decoder (630) is configured to receive, 
as par of configuration informaticn (614), a syatax clement 
that indicates which static probability model is used during 
decoding. When the RANS decoder (630) switches configu- 
ration parameters between fragments. the RANS decoder 
; 630) can switch static probability models from fragment to 
fragment I his allows the RANS decoder (630) tosw itch, in 
mid-stream, to a static probability wodel that provides more 
efficient compression given the local probability distribution 
of vales of input symbols.

In some example implementations, ibe RANS decoder 

(630) is configured to adjust symbol wichh. relative to a 
default symbol width, for RANS decoding This allows the 

RANS decoder (520) to decrease symbol width used for 
RANS decoding if the ourput symbols being decodod all 

have valnes below certain threshold valnes, as explained 

above. In some example implementations, the adjustment to 
symbol width can be0,-1. -2, or -3. Alternatively, other 
values for the adjustment io symbol width can be ised. The 
RANS decoder (630) is configured to receive, as pan of 
coinfiguration information (614 a syntas element that indi- 
eaes an adjustment to symbol width used during decoding 
When the RANS docoder (630) switches configuration 

parameters between fragments, the RANS decoder (630) can 
switch the adjustment to symbol width from fragment to 
fragment This allws the RANS decoder (630) to switch, in 
mid-stream, to a symbol width that provides more eflicient 
compression given the local values of input symbols. In 
altermtive example implementations, the RANS decoder 
(630) does not switch between different symbol widths

In some example implementations, the RANS decoder 
(630) is configured w decide whether to flush its state for a 
new fragment or use the final state from decoding the 
previous fragment as the initial state for the new fragment. 
The RANS docoder (630) is furber configured to. when the 

RANS decoder state is flushedl, receive initial state infor- 
mation (616) for ibe new fragment. In practice, the initial 
state information (616) can be signaled as the first portions 
of the encoded data (612) for the new fragment. For 
example, the initial state information (616) includes four 
bytes of encoded data (612) or some other amount of 
encoded data (612). The RANS decoder <630) is configured 
to receive, es part of configuration information (614). a 
syntax clement that whether RANS decoder state should be 
flushed for a new fragment. The RANS decadar (630) can 
reive the syntax element per fragment This alkns the 
RANS decoder (630) to selectively retain RANS decoder 
stale or flush decoder state. In alemative example imple- 
meniations, the R NS decorler (630) always flushes R ANS 
decudet state between fragmerts. In oiber alternative 
example implementations, the RANS decoder (630) always 
retains R ANS decoder state between fragments.

B. Gencralizd RANS Encoding/Decoding Techniques.
FlGS. 7a and 7b show an example technique (700) for 

RANS encoding and example technique (750) for RANS 
decoding, respocively. The example technique (700) for 
RANS encoding can he performed, for example, by an 
encoding tol that implements a RANS encoder as described 

with reference t FiG. 5 or other RANS encoder The 
example technique (750) for RANS decoding can be per- 
fonod. for example, by a decoding tool that implements a 

RANS decoder as dexnbed with reference to FIG. 6 or 
other RANS decoder.

With reference to FIG Tu, the encoding wool encodes 
(720) input symbols using a RANS encoder, thereby gen- 
erating encoded dats for at least pant of a bitstream. Typi­

cally, the input symbols are for residual data for media (c g. 
video, image, audio, texture for graphics) but alterrtively 
the input symbols can be for some other type of dat. The 
RANS encoder implements one or more of the innovations 

s described herein For example, the RANS encoder imple- 
ments operations as described with reference to FIG. ita, 
FIG. lla, FIG. 12a. and’or FG. 13a. Alternmively, the 
RANS encoder implements other andicr additional opera- 
tions for RANS encoding.

10 The encoding tool culpms (730) the encoded data for the 
at least part of the bitstream The encoded data can inclide 
syntax elements that indicate configuraticn poramelers, as 
described with reference to FIG. 1la, FIG. 12a, and or FIG. 
13a. Alternatively, the encoded datn can inclode syntax 

is elements that indicate other and or additional cofiguration 
parameters.

The example technique (700) can be performed x n 
methed by an encoding tool. A computer system that 
includes a RANS encoder and encoded data butfer can be 

20 configured to perform ix example technique (700) Obe or 
more computer-readable media can have stored theroo 
computer-executabke instructions for causing one or more 
processors, when programmed thereby, to perform the 
example technique (700). Furtixer. one or mor computer- 

25 readable media may hne stored thercon encoded data 
produced by the example technique (700).

With reference to FI, Tb. the decoding tool receives 

(760) encoded data for at least pant of a bitstream The 
encoded data can be stored, for example, in an encoded data 

310 buffer that s configured to stcre the encoded data. The 
encoded data can include syntax elements that indicate 
configuration parameters, as described with reference to 
FIG. 11b, FIG, 12b. and’or FIG. 13b. Alternatively, ile 
cncodod data can include syntax clements that indicate other 

as andor additioml configuration pcrameters.
The docoding tool decodes (770) the encoded data for the 

at kcasi part of the bitstream using a RANS decoder, thereby 
generating output symbols. Typically, the otput symbols 
are for residual dstn for media le.g.. video, image, audio, 

40 texture for grapbics) hu allematively the output symbols 
can be for some other type of data. The RANS decoder 

implements one or more of the incovations described berein 
For example, the RANS decoder implements operations as 
described with reference to FIGS. 9a-9d. FIG. 106. FIG. 

45 IIb, FIG 126, ador FG. 13b Alternatively, the RANS 
decoder implements other andor additional operations for 
RANS decoding.

The example technique (750) can he perfonned as a 
method by a decoding tool A computer system that inclodes 

50 an cocoded data buffer and a RANS decoder can be con- 
figured i perform the example technique (750) One or 
more computer-readable media can have stored thereon 

computer-executabke instructions for causing one or more 
processors, when programmed thereby, to perform the 

55 example technique (750). Furler, one or more computer- 
readable media may have stored thereon encoded data 
organized for decoding according to the example technique 
(750).

C- Examples of RANS Decoding with a Two-Phas 
60 Structure.

This section describes two-phase implemerzations of 
RANS decoding that are computationally simple and fast. In 
special-purpose hardware, ihe two-phase implementations 
can be realized in compact configurations of components. In 

65 tens of compression efficiency, the two-phase implemen- 
tatiors benefit from the compression efliciency of RANS 
encoding. In particular, when implemented with fragment- 
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adaptive selection of static probability models and adjust- 
able symbol widhs, the two-phase implementations of 
RANS decoxling provide excellent overall performance in 
many scenarios.

FIG. 8 shows phases of an example two-phase structure 
(800) for RANS decoding according to some examples 
described berein. In the approach shown in FIG. 8. RANS 
decoding operations are divided into two phases. In one 
plose (phase 0), a RANS decoder consumes irput encoded 
dala In the other phase (phase 1). the RANS decoder 
generates output symbob. In some example implementa- 

tions, each phase bappens in a separate clek cycle In 
altertive example implememutios, the two phases happen 
in the same clock cycle. The phnses shown in the two-phuse 
structure (800) are logical phases. Decoding operations are 
iteratively performed in phase 0 processing, then phase 1 
processing, then phase 0 processing, then phase 1 process- 
ing, and so on.

The output buffer (810) is configured to store an cutput 
symbol from a previous iteration, if there is a valid output 
symbol from the previous iteration The register (820) is 

cinfigured to store state information, which is shown as 
RANS state Pl as phase 0 begins. In some exemple imple- 
mentations, the decoder state isa32-bit value Alternatively, 
the decoxder stale ca have some other mimber of bits.

In phase 0. the RANS decoder scectively updates the 
RANS decoder state, potentially consuming encoded duta in 
ile RANS decoder sate. The RANS decoder determines 
whether there is an output symbol from the previous iter- 
tion (valid output symbol) in the output buffer (810). If so, 
the RANS decoder detennines (830) forward probability 
information for the oulput symbol (e.g, using onc or more 
lookup tables) and updates (840) the RANS decoder state 
using the forward probability information. Thus, if the 
outpet buffer (810) slores an output symbol from a prev ious 
iteration (valid output symbol), the RANS decoder state is 
updated using the forward probability information for that 
output symbol. producing RANS state P0. Otherwise (no 
valid omiput symbol) RANS doooder state is unchanged in 
plzse 0 (that is, RANS state PO is sel to R ANS state Pl ) in 
particular, if the state x (that is. RANS state Pl)B updated 
in pbax 0, the rew state x (that is, R \NS state P0) is 
calculated using operations equivalent to the following, 
which are explained in section V

--furnu* mub)-r.

An example of such operations is explained in section VI M 
This consumes encoxled data as the encoded data is shined 
out of the statc. In some iterations, however, the RANS 
decoder siate is not updated and eocoded dain ss not 
consumed.

After phase 0 processing, the register (820) stores the 
selectively updated RANS decoder state, which is desig- 
nated RANS state PO.

As part ofphose 1 processing, the RANS decoder scio- 
tively merges (860) a portion (e.g.. byte) of cocoded data 
from the input butfer (850) into ibe RANS devodkr state. II 
the R ANS docoder state (shown as RANS stme PD as phase 
I begins) is below a thresbold amount, the RANS decoder 
shifts the RANS docoder state ard adds the portion of 
encoded data from the input buffer (850). Otherwise. the 
RANS decoder state is unchanged in phase 11 that is. RANS 
stale Pl is set to RANS state P0) Thus, in some iterations, 
no encoded data is merged into the RANS docoder state. In 
any case, after phase 1 processing. the register (820) stores 
the RANS decoder state (shown as RANS state Pl as phase 

1 ends).

In some exampk implementation, the RANS decoder 
state is a 32-ba vale. and the 32-bit vale is cempored w 
a threshold. For example, the thresbold is 234. Ifthe RANS 

decoder stite is less than the tbreshokd. the R ANS decoder 
s state is shifted t0 the left by 8 bits. and a byte of encoded data 

is added to the RANS decoder starc. That is the state x is 
uplated using operations equivalent to the following.

a=*54 Siercofed data syte.

10 An example of such operations is explained in section VI.M.
According to the example two-phase strocture (800) 

shown in FG. 8 at most one portion of encode data is 
added to the RANS decoder state per iteration of plxse I 
processing. If a portion of encoded data is added to the 

is RANS decoder state. a new portion of encoded data can be 
read into the input buffer (cg. as pan of phase 0 processing 
in the next iteration) To merge multiple portions of encoded 
data int the RANS decoder state, the portions are added in 
successite iterations of phase I processing, until the RANS 

20 decoder state is no konger kos than the threshold, at which 
point a Dew output symbol can be generated.

Still as part of pix J processing, the R \NS decoder 
selectively gencrates an cutput symbol from the RANS 
decoder state. The RANS decoder detennines whether the 

25 R ANS decoder state (RANS state Pl, after the selective 
merger of cocoled data) is sufficient to gencrote an output 
symbol Ifs, the RANS decoder delermites (870) inverx 
probability informatico (eg.. using coc or more lookup 
tables I and gencrates an ourput symhol. The RANS decoder 

310 evalutes some section of the state of the RANS decoder, 
which indicates rolling probabilities for different values of 
the output symbol in order to find the output symbol. On the 
other hand, if the RANS decoder state I RANS stale PI. after 
the selective merger of encoded data) is not sufficient to 

as generate an output symbol, co output symbol is generated.
Thus. in some iterations, no output symbols are generated.

When an output symbol is gencrated, the output symbol 
is stored in the output buffer (810). Processing continues in 
another iteration of phase 0 processing.

40 Overall, the sequence ofR NS decudlins operations with 
the two-phase structure is different than prior approoches in 
several respects With the two-phase structure, input 
encoded data is consumed at a limited rate (eg.. at most one 
byte at a time). while additional encoded data is needed in 

45 the R ANS decoder state Also. slecthe menging operations 
to merge at most one byle of encoded data are interleaved 
with operations to selectively gencrute at most one output 
symbol and operations t selectively update the RANS 
decoder slate. The stages for selective updating RANS 

50 decoder state, selective merging encoded dita into RANS 
decoder state, and selectively generaling an output symbol 
are discrete, predictabk, and structured, which makes them 
well-suited for hardware implementations

D. Exampks of RANS Decoding with Two-Phase Struc- 
55 ture.

FIG. 9 shows an example technique (900) for RANS 
decoding with a tw o-phase structure. The exampk technique 
(900) can be performed, for example, by a decoding tool that 
implements a RANS decoder as described w ith reference to 

60 FIG. 6 or other RANS decoder, as part of the decoding stage 
(770) shown in FIG 7b. In any case. the RANS decoder is 
configured for perform various operators for RANS decod- 
ing with a two-phase structure The iwo plses are logical 
phases. whose operations can be performed in different 

65 cleck cyeles or in the same clock cycle FIGS 9b-9d show 
details of operations that can be performed for operations 
shown more generally in FIG. 9a.
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The decoding tool can initialize the RANS cocoder by 

reading cnc or more symax elements from a beader for nt 
least part of a bitstream (e.g.. for a fragment) and config- 
uring the RANS decoder based at least in part on the syniax 
element(s). For example. the syntax elementis) can include 
a syntax element that indicates an adjisimer to symbol 
width for the encoded data for the at least purt of the 
bitstrcam, in which case the decoding tcol configures the 
RANS decoder to perform RANS decoding at the adjusted 
symbol w idth. Or, as another example, the syntax element(s) 
can inclode a selection of a static probebility model from 
among mullple available static probability models, in which 
case the decodirs tool configures the RANS decoder w 
perform RANS decoding using the selected static probabil- 

ity model. Or, as another example, the syntax elementis) can 
include a syntax element that indicates whether or not the 
state ofthe RANS decoder is to be Bushod und re-initialized 
for decoding of the encoder data for the at least part of the 
bitstrecen. in which case the RANS decoder selectively 
flushes and reluds the state of the RANS decoder. To relud 
the state of the RANS decoder. ibe RANS decoder can 
retrieve initial state information for the at least part of the 
bilstreun and lood an initial state, as the state of the RANS 
decoder. based at least in part on initial state information. 
Altematively, the decoding tool can configure the RANS 
decoder in other ways. In some example implementations, 
the RANS decoder is initialized as pan of iterations of 
processing with a two-phase structure, with configuration 
operations happening in one cr both of the phases for some 
iterations Alleratively. the RANS docoder can be initial- 
ized with separale operations, before iterations of processing 
with the iwo-phase structure bogin
\ part of a first phme (pboe 0 in some examples 

described herein). the RANS decoder selectively updates 

(910) the star of the RANS decoder using probability 
information for an output syrbol from a previous iteration 
In some example implementations, as shown in the exuple 
(911) of FIG. 9, the RANS decoder determines (912) 
whether an output symbol from the previous iteration was 
generated. If so. the RANS decoder determines (914) prob- 
ability information for the output symbol from the previous 
iteration, and adjusts (916) the state of the RANS decoder 
using the probability information Adjusting the state of the 
RANS decoder consumes a least some of the state of the 

RANS decoder (and hence consumes some of the encoded 
data). For example, the probability information used during 
phase 0 processing is forward probability information. The 
RANS decoder can determine the probability information 
for the output symbol from the previous iteration by per- 
forming lookup operations in one or more lookup tables 

(e.g. usang a symholwilth andor selected static probability 
modd ss indexes to the lookup tablo(s)). or in some other 
way When the state of the RANS decoder is updated in the 
first phase, a value for the stale x is calculated using 
operations eqjuivalent to the following. which are explained 
in section V:

a=‘02Mmi+n& nob-r.

Section VI M describes one example of such operations In 
that example. the probshility information for the cmiput 

symbol from the previous iteration includes a sub-range size 
fwof and a cumulative sub-range threshold fwa_cl. To 
adjust the state x of the RANS decodkr, the RANS decoder 

performs adjustments cqjuivalent to:

wfwo fooroerjentowor)-fudA.

where x represents the stme of the RANS decoder ufter the 
adjusting, x[upper] represents an upper portion of the state 
of the RANS decoder before the aljosting. and x[lower] 
represents a lower portion of the state of the RANS decoder 

$ before the adjusting.

On the iher hand, if the RANS decoder delernines that 
no output symbol from the previous iteration was generated 
(that is D valid output symbol was generated), the RANS 
decodker skips the adjusting the sute of the RANS decoder 

10 In this case, the stme of the RANS docoder i unchanged 

(e.g.. RANS state P0 is s to RANS stste Pl in FIG. 8).
Altematively. the RANS decoder perfcems other cpera- 

tions to sekoctively update (910) the state of the RANS 
1s decoder using probability information for anoutpul symbol 

from a previous iteration
As part of a second phase (phase 1 in some examples 

described herein). the RANS decoder selectively merges 
(920) a portion (eg., byte) of encoda dota from an input 

20 buffer into the state of the RANS decoder The input bulfer 
can be configured t store one byte of the encoded data at a 
time or some other amount of encode data

In some example implementations, as shown in the 
example (921I of FIG. 9, the RANS decoder determines

25 (922) whether the state of the RANS decoder satisfies a 
threshold. For exumple. the RANS docoder compares the 
state of the RANS deceder to the threshold. The stte of the 
RANS decoder satisfis the threshold if the state of the 
R ANS decoder is less than the threshold.

30 If the state of the RANS decoder satisfies the threshokl, 
the RANS decoder combines (924) the portion of the 
encoded data and the state of the RANS decoder. For 
example. the RANS doooler shifts the state of the RANS 
decoder by a given numher of bits, and adds the portion of 

as the encoded data, which has the given mmber of bits. In 
some example implementations, the state x of the RANS 
decoder is tracked as a 32-bit vlue, and the state x is 
updated using operations equivalent to the following.

a sASSrencodedLera.tyte

Section VI.M describes an example of such operations.
On the other hand, if the state ofte R NS decoder does 

not satisfy the threshold, the RANS decoder skips combin- 
ing the portion of the encoded data and the state of the 

45 RANS decoder. In this case. Do input encoded data is merged 
into the state of the RANS decoder for the current iteration.

Altematively, the RANS decoder performs other opera- 
tions to selectively merge (920) a portion of the encoded 
data from tle input buffer into the state of the RANS 

50 decoder.
As part of the second phase, the RANS decoder also 

selectively gencrates (930) an output symbol for a current 
iteration using the state of the RANS decoder. For example, 

the output symbol is for residual data for media Altema- 
55 tively, the output symbol is for some other type of data.

In some example implementations. as shown in the 

example (931) of FIG. 9, the RANS decoder determines 
(932) whether the stat of the RANS decoder includes 
sufficient information to generote— the output symbol for the 

60 current iteration.
If so, the RANS decoder detennines (934) inverse pmb- 

ability information. For example, the RANS docoder per- 
forms lookup operations in one or more lookup tables. ilx 
R ANS decoder then finds (936) the cuput symbol for ile 

65 current iteration using the inverse probability infonnation 

and the state of the RANS decoder. For example. the RANS 
decoder determines a sub-range of the state of the RANS 
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decoder that is associated with the ourput symbol for the 
current iteration Section VI M describes an example of such 
operations.

On the otber hand, if the ste of the RANS decoder does 
not include sufficient information to genxcrate an omiput 

symbol for the current iteritioo, the R INS deooder skips 
finding the output symbol for the current iteration. In this 

case, no output symbol is gencrated for the current iteration

Altematively. the RANS decoder performs other opera- 
tions to selectively generate (930) an outpot symbol for the 
current iteration using the stale of the RANS decoder.

With reference to FIG. 9a. the RANS deceder checks 
; 940) whether to contiue and, if so, continues processing in 
the first plaxc. In this way, the RANS decoder iteratively 
performs processing for the first phase and processing for 
the sccond phase. Thus, the RANS docoder repeats the 
selective updating (910). sclcctive merging (920). and sdo- 
tive generating (930) in successive iterations, until there are 

no more output symbols to decode in the encoded data for 
the at least par of the hitstreom.

As pan of the first phase, the R ANS decoder can perform 
other operations (not shown). For example, the RANS 
decoder can selectively re-fill the input butfer from the 
encoded data buffer, addirs a new portion (eg byte) of 
encoded data. Or. as another example, the RANS decoder 

ca selctively write the output symbol from the previous 
iteration to a symbol vector buffer.

In some example implementations, the RANS docoder is 
implemented with special-purpose hardware. Tbe special- 
purpose hardware includes the input buffer, an output buffer, 
and a state register. The output buffer is configured to store 

the output symbol from the previous iteration, if any, until 
replacement with the output symbol for the current iteration, 
if any. The state register w configured to store a value that 
represents the state of the RANS decoder. The special- 
purpore hardware further includes logic (coupled to the 
outpot buffer and to the state register) configured to perform 
the selective updating (910) operations, lgic (coupled to the 

stale register ar the inpus buter) configured to perform the 
selective merging (920) operations, and lgic (coupled to the 
state register and the output buffer) configured to perform 
the selective generating (930) operalioos. Alterrtively. the 
RANS decoder can be implemented using other compo- 
nents

E. Examples of RANS EncoxlingDecoding with Adaptive 
Symbol Widths.

In wme previous approches, a RANS encoder and 
RANS decoder process symbols having a singk, pre-defined 
symbol width Such a R ANS encoder ard RANS decoder 

are unable to process symbols having different symbol 
widhs.

This section describes examples of a R \NS encoder and 
RANS docoder with a configurable symbol width In par- 
ticulor, in some example implementations, an input param- 
eter to a hardware-based RANS eocoder or hariware-based 
RANS deooder indicates a symbol width to use for an 
encoding decoding session. Having a configurable symbol 
width allows the RANS encoderdecoder to work with 
symbols having any symbol width within n range of ditfcrent 
symbol widths.

FIG. 10a shows an example technique (1000) for RANS 
encoding with adaptive symbol widh Th example tech- 
nique (100D) can be performed, for example, by an encoding 
tool that implements a RANS encoder as described with 

reference to FIG. 5 or other RANS encoder, as part of the 
encoding stage (720) shown in FIG. 7a

To start, as par of encoding input symbols using u RANS 
encoder, the encoding tool selects (1010) a symbol width 
from among multiple av ailable symbol w iths. For example, 
the multiple available symbol widths include 1bit,2 bits. 3 

s bits, 4 bits. 5 bits, 6 bits. 7 hits, 8 bits, 9 hits, 10 bits, II hits, 
and 12 bits. Altematively, the multipk available symbol 
widhs include other and or additional symbol wilths.

The encoding tool configures (1020) the RANS encoder 
to perform RANS encoding at the selected symbol widh. In 

10 particular, the encoding iol selecis a set of pre-defined 
lcokup tables having probability information for the selected 
symbol widh. For example, the sel of pre-definal lookup 
tables includes one or more pre-defined lcokup tabks with 

forward probability information for the selected symbol 
is width and one or more pre-defined lokup tables with 

inverse probnbility information for the selected symbol 
width. The set of pre-defined lookup tables can incorporate 

a static prohability model, for encoded data, selected from 
among multipk available static probability models for dif- 

■ feren sels of pre-deficed okup tables Altematively, the 
pre-defined lookup tables can include probability informa- 
tion for only a single static probability model for the selected 
symbol width, or the RANS encoder can use a dynamic 
probobility wodel for the selected symbol width.

25 The encoding trol performs (1030) the RANS eroding at 
the selected symbol width As port of the RANS encoding, 
the encoding tool can selectively determine initial stale 
information for a RANS decoder (e.g.. for a fragment). In 
this case, the encoded data output by the RANS encoder 

30 includes ihe initial state information.
FIG. 108 shows a example technique i 1050) for RANS 

decoding w ith adaptive symbol width Tbe example tech- 
nique (1050) can be performed, for example, by a decoding 

tool that implements a RANS decoder as described with 
as reference to FIG. 6 or other RANS decoder, as part of th 

decoding stage (770) shown in FIG. 7
To start, as part of decoding encoded data using a RANS 

decoder, the decoding tool selecis (1060) a symbol width 

from anong multiple available symbol widths. For example. 
4 the multiple available symbol w idths inclixle l bil, 2 bits, 3 

bits, 4 bits. 5 bits, 6 bits. 3 bits, 8 bits, 9 bits, 10bits,I! bits, 
and 12 bits Alternatively, the multipk availahle symbol 
widls include other ar or adilitional symbol widths

The decoding tool configures (1070) the RANS decoder 
45 to perform RANS decoding at the selected symbol width In 

particular, the decoding tool selects a set of pre-defined 
lookup tables baving probability information for output 

symbols of the selected symbol wilth. For example, the set 
of pre-defined lookup tables incluckes one or more pre- 

50 detined lookup tables with forward probability information 
for ibe selected symbol width and one or more pre-delined 
lookup tables with inverse probability information for tbe 
selected symbol width 1 he set of pre-delined kokup tables 
can incorporate a static probability model, for coooded data. 

55 selected from among multiple available static probability 
nsodels for different sas of pre-defined lookup tables. Alter- 
natively, the pre-defined bokup tables can include probabil- 
ity information for only a singk static probability model for 
the selected symbol width, or the RANS decoder can use a 

60 dynamic probability model for the selected symbol width.
The decoding tool performs ( 10801 the RANS decoding at 

the selected symbol width The RANS decoding can include 
operations that use a two-phase structure, as described with 
reference to FIGS. 9a-d. Alternatively, the RANS docodling 

65 can use other operaticos that implement RANS decoding As 
part of the RANS decoding, the decoding tool can receive 
initial state information for the RANS decoder (e.g., for a 
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fragment) and set the RANS decoder state according In this 
case, the encoded data received by the RANS decoder 
includes the innial state informaticn.

For the examples described with reference to IIGS. l0a 
and 105, a header in the bitstream can include a syntax 
clement that indicates the selected symbol wilth Depending 
on which features of fragment-adaptive RANS encoding are 
used, the beader in the bitstream can also incluk (a)a syntax 
clement that indicates whether or not state of the RANS 
decoder i to be flushed re-initialized for decoding. (b) a 
syntax element that indicates an adjustment to the selected 
symbol width, (c) a syntax element that indicates a selection 
of a static probability model, ardior (d) one or more other 
syntax elements that indicate configuration parameters.

F Examples of Selectively Flushing RANS Dooder State 
Between Fragments.

When a RANS decoder finishes gencrating output sym- 
hols from encoded data for a fragment, the state of the 
RANS decoxler may still contain useful state information. 
That useful state information is lost if the RANS decoder 
flushes and re-initializes the R ANS decoder stale for decod- 
ing of another frogment

This section describes various aspects of sekctive flush- 
ing of RANS docoder state between fragments. A RANS 
encoder can decide whoher RANS decoder state should be 
retained or flushed’re-initialized fr decoding of a new 
fragment For example, for a fragment (or the first P symbols 
of the fragieni, where pisa mmber such as 1,3,5, 10, or 

15 that depends on implementation), the RANS encoder can 
evaluate compression efticiency with the RANS decoder 
state retained versus compression efficiency with RANS 
decoder state flushed’re-initialized. In doing so. the RANS 
encoder can account for the overhesl cost of signaling state 
information if the RANS decoder state is flshere-initial- 
ized Alternatively, the RANS cocoder can perform otber 
operations to decide whether RANS decoder state sbouk be 
retained or fushedire-initialized fr decoding of a new 
fragment.

The RANS encoder sts a symax element that indicales 
whether RANS decoder state for a fragment should be 
retained or flushed re-initialized. In some example imple- 
mentations, the syntax clement is a 1-bit flag in a header for 
the fragment. if the RANS decoder state is flushed’re- 
initialized. the RANS encoder also determines and signals 
state infornntion for the frogment In some example imple- 
mentations, the state informalxin is signaled as the firt few 
bytes (e g., 4 bytes) of eocoded data for the fragment Thus, 
retainirg RANS docoder state from a previous fragment 
saves eocoded data.

A RANS decoder receives and parses the syrax clement 
that indicates whether RANS decoder state for a fragment 
sbouk be retained or flshod/re-initialized If RANS 

decoder state is retained. the RANS docoder uses the final 
RANS decoder state from the previous fragment as the 
initial RANS decoder state fortbenew frogment Otherwise, 
the R ANS decoder flushes (sets t zmo) the RANS decoder 
state and re-initializes it by loading state information sig- 
naled for the new fragment (eg., as part of encoded dita for 
the fragment).

G. Examples of RANS Encoding/Doooding with Sdo- 
tive Flushing of RANS Decoder State Beiwen Fragments

FK i 1 la shows an example technique ( 1100) for RANS 

encoding with selective flushing of RANS decoder state 
between fragments. The example technique (1100) can be 
performed. for example, by an encoding tool that imple­

ments 8 RANS encoder as described with reference to FIG 
5 or other RANS encoder, as part of the encoding stage (720 ) 
shown in FIG. Ta.

To start, as par of encoding input symbols using u RANS 
s encoder, the encoding tool determines (1110) whether or not 

state of a RANS doooder is to be flushed and re-initialized 
for decoding of encoded data for at kast part of the bastream 
(in FIG. lla, for a fragment). The encoding tool sets (1120) 
asyntax element that indicates whether or vot the stale of the 

10 RANS decoder is w be fsbed’re-initialized for decoxdling of 
the eocoded data for the at least part of the hutstream

The encodirg tool checks (1130) whether the RANS 
decoder state is to be flushed reinitialized. If so, the encod- 
ing tool determines (1132) initial state information for the 

is encoded data for the a kast part of the bitstream. In this 
case, the bitstrcam includes (eg.. as port of the encoded 
data) the initial state information. For example, the initial 
state information is a 32-bit vale. Oberwise. the hitstream 
lacks initial state information for the encoded data for the at 

20 least par of the bitstream The encoding tool performs 
(1140) RANS encoding.

The encoding tool can repeat the technique, (1100) on a 
frogment-by-fragment basis. In FIG. 1la. the encoding tool 

checks (1142) whether to continue for the next fragment and. 
25 if so, determines (1110) whether or not state of a RANS 

decoder is to be fushed/re-initialized for doooding of 

encoded data for the next frogment In this cas, each of the 
frogmients includes its own header having 3 syntax element 
that indicates whether or nos the state of the RANS decoder 

30 is to be flushe re-initialized for decoding of encoded data 
for that fragment

FIG. 116 shows an example technique (1150) for RANS 
decoding with selective flushing of RANS decoder state 

between fragments. The example technique (1150) can be 
as performed. for example. by a decoding tool that implements 

a RANS docoder as described with reference to FIG 6 or 
other RANS decoder, ns pan of the decoding stage (770) 
shown in FIG. 3b.

To start. as part of decoding encoded datn using a RANS 
40 decoder, the decoding, wol res (1160) a syntax element.

The syntax element indicates whether or not state of a RANS 
decoder is to be flushed /re-initialized for decoxdling, of the 
encoded data for at kast part of the bitstream (in FIG. 11b, 
for a fragment).

45 Based at least in part on the syntax element, the decoding 
icol determines (1170)w hether or mot the state of the RANS 

decoder is to be flushed re-initial ized for decoding of the 
encoded data for the at kust part of the bilstream.

The decoding tool checks (1180) whether the RANS 
50 decoder stale is to be flushed/reinitialized. Ifw, the decol- 

ing tool retrieves (1182) initial state information for the 
encoded data for the ut kast pan of the bitstrcam. flushes the 
state of the RANS decoder, and kads (1184) an initial stnte, 
as the stale of the R ANS decoder, based at least in pert on 

55 the initial state information. In this case, the bilstrcom 
includes (e.g. as part of the encoded data) the initial state 
information for the encoded data for the at least part of the 
bitstrem For example, the initial state information is a 
32-bit value. Otherwise. the bistrcam lacks initial state 

60 information for the encoded data for the at least part of the 
bitstream.

The decoding tool performs (1190) RANS decoding of the 
encoded data for the at least pan of the bitstream. 1 he RANS 
decoding can include operations that us a two-phase struc- 

65 ture, as describad with reference to FIGS 9a-94. (In some 
example implementations, the first fur byles of encoded 
data for a fragment can be used to re-fill RANS decoder state
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(stages 1182, 1184), as four iterations through phase I 
processing when there is not enough RANS decoder state to 
generate an output symbol ) Altemativ ely, the RANS deood- 
ing can use other operations thut implement RANS decod- 
ing.

The decoding tool can repeat the technique (1150) on a 
fragment-by-fragment basis. In FIG. 11b, the decoding tool 
checks (1192) whether io cominue for the next fragment and. 

if so, reds(1160)a syntax element for the next fragment. In 
this case, each of the fragments includes its own header i 
having a syntax elemer that indicates whether or not the 
stale ofihe R ANS deoodber is wo he flusbere-initialized for 
decoding of encoded data for that fragment.

For the examples described with refererce to FIGS, lla 
and 11b. a baader in the bitstream includes the syntax i 
clement the indicates whether or not the stte of the RANS 
decoder is to be flushed re-initialicod for decoding of the 
encoded data for the at least part of the hitstream. I Jepenxdling 
on which features of fragment-adaptive RANS encoding 
decoding are used, the healer in the bitstream can ato 
include (a) a syntax clement that indicates an adjostmeot to 
the selected symbol wilth, (b) a syntax clement that indi- 
eaes a selection of a static probability model from among 
multiple avuilable static probability models, andor (c) one 
or mor other syntax elements that indicale configuration 2 
paramcters

H. Examples of Switching Between Multiple Static Prob- 
ability Models for Fragments.

In some previous approches, a RANS encoder and 
RANS decoder using a single static probability model or a i 
single dynamic probability mode. When a single static 
probability model is used, compression clciency suffers if 
the disinhution of values for symbols deviates fhom the 

expected distribution reflected in the single static probability 
model. Using a dynamic probability model helps compres- i 
sion efficiency even if the distribution of values for symbols 
deviates from an expected distribution, but updating the 
dynamic probability model can be computalionally costly, 
especially for hardware implementations of RANS deood- 

ing 4
This section describes various aspects of switching static 

probability models for fragments of symbols during RANS 

encoding decoding, A RANS encoder and RANS decoder 
store values for multiple static probability models. Different 
static probability models can differ in terms of expected 4 

distrihution of vales of symbols. In some example imple- 
mentations, values for static probability models are onga- 
nized as one or more kokup tables, indexed by identifier of 
static probability model Alteratively, a static probability 
model can be represented in some other way (e.g . a formula 5 
or equation). A static probobility medel can be a pooce-wise 
linear approximation of a cune for a cumulative probability 
function for values of symbols. 1 he curve monotonically 
increases. For some static probability models, the cunel is 
flatter. For other static probability models, the curve is 
stocper for common values (eg., zero, low values). Section 
VI.M describes examples of static probobility modeb.

\ RANS encoder selects one of the static probability, 
modds to use for a fragment of symbols, signaling a syntax 
clement that indicates the selected static probability model 
In some example implementations, there are 16 static prob- 
ability models, and the selected static probability model is 
signaled with a 4-bit fixed length vale. Alternatively, the 

RANS encoder and RANS docoder can use more or fewer 
static probability models

In genxral, the symbols of a fragment are encodel 
decoded using the same static probobility model The RANS

encoder selects one of the static probability models depend- 
ing on the distribution of values for the symbok of the 
Gegment The selection process depends on implementation 
For examplc. the RANS encoder can evaluate • input 

s symbols i w bere vis1.10, 20. 100, or some other nmher of 
input symbols) to determine which static probobility model 
provid.s the highest compression efliciency for the v input 
symbols, and what the relative benefit of switching to that 

static probability model would be If switching to a new 
o static probability model involves starting a new fragment, 

the RANS encoder considers the signaling overhead (header 

bytes) for tle switch ( Although the RANS encoder could 
potentially switch for very short fragments of symbols, the 
overhcd costs would be high.) The RANS encoder can 

s decide whether the improvement in compression efficiency
for a switch to another static probability model (for another 
fragment) justifies the overhead cost of switching fragments 
In the way, the RANS encoder can consider which static 
probability models to use when determining where to intro- 

• duce fragmicut boundaries, with associated switches in static 
probobility wodels

Compared to using a single static probability model, 
switching between multiple static probability models can 
help RANS encoding/decoding bandk streams of input 

5 symbols that hne different probability distributions (cs., 
more zeros than expected; fewer zeros than expected). 

Although storing values for multiple static probability wod- 
els can be expensive in terms of storage, static probability 

models can be switched using simpk and efficient signaling 
0 Sending a syntax elemxnt w select one of the multiple static 

probability models uses less bitrate than sending a new static 
probobility model, and it is simpler (and faster) than updat- 
ing a dynamic probability mode.

I Exampkes of RANS Ercoding/Dccoding with Switch- 
s ing Static Probabilay Models Between F ragments.

FIG. 12a shows a example technique « 12001 for RANS 
encoding, with switching of static probability models 
between fragments. The example technique (1200) can be 
performed, for example, hy an encoding tool that imple- 

o menis a RANS encixler as descnbed with refererxe to FIG 
5or other RANS encoder, as part of the enceding stage (720) 
shown in FIG 7a.

To start, as part of encoding input symbols using a RANS 
encoder, the encoding tool selects (1210). for encoded data 

5 for at least part of a bitstrcam, one of multiple available 
static probability models. For example, the multiple avail 
able static probability models include static probability 

models for w hich residual data values are successively more 
likely to be zero. The static probability models are pre- 

0 defined and a given static probability model doss not 
dynamically change during encoding/decoding. The static 
probability models can be represented in values of pre- 
defined lookup tables with probability information for the 

static probability madels respectively. Alteratively, the 
5 static probability models can be represented in some other 

way.
When it selects the sintic probability model, the cocoding 

tool can consider any of various factors. For example, the 
encoding tool can select the static probability modd bused 

60 at kost in part on evalustion of probobility distribution of 
valnes of the input symbols. Or, as another example, the 
encoding tcol can sekct the static probability modd based 
al least in part on estimation of which of the multiple 

available static probobility models results in lowest bitrate 
6 5 for the encoded data for the at least part of the bitstream. Or, 

as another example, the encoding tool can select the static 
probobility model based at least in part on encoding with
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cach the multiple available static probability models to 
assess which one results in lowest bitrate for the encoded 
data for the at least pan of the bitstream. Alternatively. the 
encoding tool can select the static probability model in some 
other way.

The encoding tool sets (1220) a syntax clement that 
indicates the selected static probability model. For example, 
the syntax element is an n-bit value, which indicates coe of 
2" static probability models.

The encoding tool configuns (1230) the RANS encoder 
to use the selected static probabil ity mode. Then. the eoood- 
ing tool performs ( 1232) R ANS encoxdling using the slecled 
static probability model.

The encoding tool can repeat the technique ( 1200) on a 
fragment-by-fragment basis. In FIG. 12a, the encoding icol 
checks (1240) whether to continue for the text fragment 
and, if so, selects (1210), for the next fragment, one of the 
multiple availahle static probability models. In this case, 

each of the fragments includes its own header having a 
syntax element tha indicates a seketed static probability 
mode for that fragment

FIG, 126 shows an example techniqw: (1250) for RANS 
decoding with switching of static probability iadels 
between fragments The exampk technique (1250) can be 
performed, forexumple, by a decoding tool that implemerts 

a RANS decoder as described with reference to FIG 6 or 
other RANS decoder, ns part of the decoding stage (770) 
shown in FIG Tb

To start, as part of decoding encoded data using a RANS 
decuder, the decoding tool reads (1260) a syntax element 
that indicates a selection of a static probability model, for 
encoded data for at kast par of a bitstream, from among 
multiple available static probability models. For example, 
the syntax clement is an n-bit value, which indicates onc of 
2‘ static probability models.

Based at least in part on the syntax element, the decoder 
tool selects ( 1 270), for the encodol dan for the at kast pan 
of the bilstream, one of the multiple available static prob- 
ability modes. For example, the multiple available static 
probability modes inchide statx probability, models for 
which residual data values are successively more likely to be 
zero. The static probability models are pre-defined, and a 
given static probability iadel does not dynamically change 
during encoding/decoding. Theststic probability models can 

he represented in valves of pre-defined lookup tables with 
probability information for the static probability model, 
respectively Alternatively, the slutic probability models cun 

be represented in some other way.
The decoding tool configures (1280) the RANS encoder 

to use the selected static probability mode. Then, the decod- 
ing tol performs (1282) RANS deceding of the encoled 
data using the selected sttic probability model The RANS 
decoding can include operations that use a two-phase stnx- 
ture. as described with reference to FIGS. 9a-9d. Altema- 
tively, the RANS decoding can use other operations that 
implement RANS docoding.

The decoding tool can repeat the technique (1250) ou a 
fregment-by-fragment basis in FIG. 12b, the decoding tool 
checks (1290) whether to contine for the next fragment 
and. if so, reads (1260) a syntax clement thnt indicates a 
selectice of a static probability model for the next fragment. 
In this case, cach of the fragments includes its own beader 

having a syntax element that indicates a selecticn of a static 
probability model for that fragment.

For the examples described w ith reference to FIGS 12 
and 126, a healer in the bitstream includes the syntax 
element that indicates the selected static probability model

for the eucoded dao for the at least par of the bitstrcm 
Depending on which features of fragment-odaptive RANS 
encoding/decoding are used, the header in the bitstrcam can 
also include (a) a syntax element that indicates whether or 

' not state of the RANS decoder is to be flushed’re-initialized 
for decoding, (b) a syntax clement that inxdicates an adjust- 

ment to the selected symbol width, and or (c) one or more 
other syntax elements that indicate configuration param- 
clers.

10 J. Examples of Adjusting Symbol Wadths for Dillerent 

Fragments.
When a default symbol width is se for symbok of a 

strum, values of symbols vary within the stream. I ong 
1s series of valves may be much less than the highest possible 

value for the stream (considering the default symbol widh)
This section describes various aspects of adjustment of 

symbol width during RANS encoding/decoding. A RANS 
encoder and RANS decoder can adjust symbol width (rela- 

20 tive to a default symbol width) on a fragient-by-fragment 
hasis, which can improve compression efliciency because 
higher values (which are possibk: with the deliult symbol 
width but not with the adjusted symbol width) need rot Le 

considered for sub-muges in probability values or RANS 
25 decoder state.

The RANS encoder decides whether to adjust the symbol 
width for a tregment In general, the RANS encoder can 

decide to adjust (decrease) the symbol width for a fragment 
after evaluating, the symbols of the fragment. For example, 

30 if the default symbol wilth is 8 bals (so that the range of 
possible values is0. . 255). but the highest value among 

the symbols of the fragment is 61. the symbol width can be 
decrease by 2 bits (so that the range of values for the 
symbols is0 . 63). Mor gencrally. for a default symbol 

as width d and adjustment z the RANS encodler can find the 
largest value of z such that 2** is greater than the highest 

value among the symbols of the fragment.
The RANS encoder sigmls th aljustment t symbol 

width for the fragment. For example, a syutax element in a 
40 hesxder for the fragment indicates the adjusiment to symbol 

width for the fragment. In some example implementations, 

the syntax clement is a 2-bit value, which can indicate an 
sljustmem of 4 bits, -1 bit -2 bits, or -3 bits relative to a 
default symbol width Alternatively, the adjustment can have 

45 some other range in bits. The RANS encoder adjusts symbol 

widh accordingly, configures the RANS encoder for RANS 
encoding at the (adjusted) symbol widh, and perfonns 

RANS encoding al the adjusted symbol width.
The RANS decoder receives the syntax element thnt 

50 indicates the adjustment to symbol widb. The RANS 
decoder then aljusts the defailt symbol walth accordingly, 
configures the RANS decoder for RANS decoding at the 
(adjusted) symbol width, and performs R ANS decoding at 
the adjusted symbol width.

55 K Examples of R ANS Encoding Decodiug with Adjust- 

able Symbol Width Between Fragments.
FIG 13a shows a example techniqw: « 1300) for RANS 

encoding with adjustment of symbol widths between frog- 
nents. The example tochnique ( 1300) can be performed, for 

60 example, by an encoding tool that implements a RANS 
encoder as described with reference to FIG. 5 or otler 

RANS encoder, as pant of the encoding stage (720) shown in 
FIG. 7a.

To start, as pan of encoding input symbols using a RANS 
• - encoder, the encoding tool determines (1310) an adjustment 

io symbol width for encoded dita fer at least port of a 
bitstream. For example, the encoding tool identifies a high- 
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est value among the input symbols and. depending on the 
highest value among the input symbols, determines the 
adjustment to symbol width.

The encoding tool sets (1320) a SyOtx clement that 
indicates the aljustmert w symbol widlth. For example. the 
syntax clement is an n-bit value, which indicates a docrcase 

by an amount in the rarge of 0 to 2‘-1 biis from the symbol 
width.

The encoding trol checks (1330) wbeiber symbol width is 
to be aljusted and. if so, aljusts ; 1332) the symbol widh. 
The encoding tool configures (1340) the RANS encoder to 
perform RANS encoding at the aljusel symbol width For 

example, the encoding tool selects a set of pre-defined 
lookup mbkes having probability information for the 
adjusted symbal with andor performs other operations t 
configure the RANS encoder. The encoding tool then per- 
forms (1342) R NS encoding at the adjusted symbol width

The encoding tool can repeat the technique ( 1300) on a 
fragment-by-fragment basis In FIG. 13a, the encoding tool 
checks (1344) whetber to continue for the next fragment 
and, if so, determines (1310) for the next fragment, an 

adjustment w symbol width for the encoded data for that 
fragment In this case, each of the fragments incindes its own 
header having a syutx clement that indicmes an adjustment 
to symbol with for the encoded dota for that fragment In 
some example implementations, a default symbol width is 

set for a bitstrcam, and an adjusted symbol width applies for 
a given fragment, thereby narrowing effective symbol width 
for that fragment for the RANS encoder/decoder

FIG. 136 shows an example technique (1350) for RANS 
decoding with adjustment of symbol widths baween frag- 
ments The example technique < I 350) can be performed, for 
example, by a decoding tool that implements a RANS 
decoder as described with reference to FIG. 6 or other 

RANS decoder, as part of the decoding stage (770) shown in 
FIG. 7b

To start, as part of decoding encoded data using a RANS 
decoder, the decoding tool reads (1360) a symax element 
that indicates an adjustment to symbol width for encoded 
data for at least port of a bitstream For example, the syntax 
element is an n-bit value, which indicates a decrease by an 

amount in the range of0 w 2n-1 hits from the symbol width 
Based at least in part on the syntax element, the decoler tool 
determines (1370) an adjustment to symbol width for the 
enonded dam for the at least part of the bitstream.

The deceding tool checks 11380) whether symbol widh is 
to be adjusted and, if so, adjusts (1382) the symbol width 
The deciding tool configures (1390) the RANS decoder w 
perform RANS docodingat the adjusted symbol width. For 
example, the decoding tool selects a st of pre-delined 
lookup tables having probohility information for the 
adjusted symbol w idth and/or performs other operations to 
configure the R \NS decoder. The decoding tol then per 
forms I 1392) RANS decoding at the adjusted symbol width 
The RANS decoding can include operations that use a 
two-phase sanicture, as described with reference to FIGS 
9a-94. Altematively, the RANS decoding can ux other 
opemtions that implement RANS decoxling.

The decoding tool can repeat the technique (1350) on 3 
fragment-by-fragment basis In FIG. 13b the decoding tool 

checks (1394) whetber to continne for the iext fragment 
and, if so. reads ( 1360) n syntax clement that indicates an 
adjustment to symbol width for the next fragment. In this 
case, each of the fragments includes its own header having 

a syntax element thmt indicates an adjustment to symbol 
widh for the encoded data for that fragment. In some 
example implementations, a default symbol width is set for 

a birstrcam. ond an adjusted symbol widh applics for a 
given figmers, thereby narrowing effective symbol width 
for that fragmem for the RANS decoder.

For the examples described with reference to FlGS. 13a 
' and 136, a beoder in the bitstream includes the syntax 

element that indticaes the atjusiment to symbol wilth for 

the encoded data for the at least par of the bitstrem 
Depending on which features of frogment-udaptive RANS 
encoding/decoding are used, the header in the bitstrcam cun 
also include (a) a syntax element that indicates whether or 

not state of the RANS decoder is to be flushed/re-initialized 
for decoding, (b) a syntax element that indicates a selection 
of n static probability model, andior (c) one or more other 

1s syntnx elements that indicate configuration paremeters,
L. Example Bitstrcams
FIG. 14 shows an example bitstream ( 1400) that incloxles 

multiple fragments of encoded data. Specifically, the bit- 
stream (1400) inches g variable-sire fragments (1410). 

20 which are numbered from fragment 0 to fragment g-1 in 
FIG. 14.

Each of the fragments (1410) includes a beader (1420) 
and optional informsion. along with one or more bytes of 
encoded data (1430), The number of bytes of encoded data 

25 (1430) is variable, which in tum makes the fragments (1410) 
have variable size.

In general, the beader (1420) inclixdles ficlds for configu- 
ration parameters, and length information For a fragment, 
the hender (1420) includes a field (1421) with a syntax 

310 element irxlicating an adjustment to symbol width, a field 
(1422) with a syntax element indicating a selection of a 
static probability model, and a field (1423) with a state 
re-initializatin flag. The length field (1425) indicates bow 
many bytes of encoded data I 1430) are in the payload for the 

as fragment. If the encoded data (1430) includes more byles 
than can be indicsted by the length Beld (1425). a frl 

(1424) with an extra length fing indicates the presence of 
extra length information (1426). In some eximple imple 
mentations, the length tield ( 1425) is one byte, the indicsted 

403 amolnt s given by the length field plus I (an aount in the 
range of1.253 bytes), and the extra length flag is a 
one-bit flag If the encoded data (1430) includes more than 
257 bytes, the extra length flag (1424) indicates the presence 
of a byte of extra length information I 1426)

45 The adjustment to symbol width indicates an adjustment 
to the default symbol width of the symbols of the fragment. 
In some exampk implementations, the syntax element that 
indicates an adjustment to symbol widih is a 2-bit value, 
which indicates a value in the range of 0 3 (for a decrease

50 of 0 bits, 1 bit, 2 bits, or 3 bits). If the symbols of the 
fragment contain no values above certain thresholds (which 
is a common sccuario in heavily compressed streams with 
high quintication), the RANS encoder/decoder can process 
symbols of the strcam as if they are nnrower (have fewer

55 bits) than the default symbol widh. For a defiult symbol 
width d and an adjustment z symbols of the fragment are 
processed as having a symbol width of d-z bits For 
example, if the default symbol width dis6 for symbols of 
a strcam. the range of possible valixes B0.. 63. If at least 

60 ore symhol of the frogment has a value of 32 or more, the 
adjustment zisO. On the other hand, if the highest value is 
in the range 16 .31. the adjustment zis-1.ard the 
effective symbol widh for RANS encoding decading is 5, 
for a range of values 0 .31. If the highest value is in the 

65 range 8 . 15. the adjustmxent z is -2. and the effective 
symbol width for RANS enceding/decoding is 4, for a range 

of values 0 ...15. Otberwise, since the highest value is kss 
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than 8, the adjustment z is -3. and the effective symbol 
width for RANS encoding/decoding is 3. for a range of 

values 0...7.
The selection of a static probability model indicates one 

of multiple available static probability models. In some 

example implementations. the syntax clement that indicates 
a selection of a static probability model is a 4-bit value, 
which inlicates one of 16 static probability models. The 
static probabilities vary in terms of the tightness of the 
expected distribution of vales of symbols around 0. For a 

first static probability model. all possible valts have equal 
probability. For successive static probability modes, the 
expected frequency of zro-value symbols increases, and 
probability for other values of rymbols decreass. For the 

last siatic probability model, zero-value symbol are 
expected to be very common, and probabilities for most 
other valus of rymbok are expected to be zer.

The state re-initialization flag (also called a state flushing 
fig) controls the flushing of RANS decoder site between 
fragments. The flag for a fragment indicates whether the 
R ANS docoder should fsh (set to zcro) and re-initial ize its 
state for decoding of the symbols of the fragment. In some 
example implementations, the flag is a 1-bit value. II the 
value of the fiag is I. the first few bytes of the encoded data 
11430) are used w loud the state of the RANS docoder. If the 
value of the flag is 0. the RANS docoder state at the end of 
decoding a fragment is carried over to be the initial RANS 
decoder state for the next fragment

M Exnmple Combined Implementation for RANS 
Decoding.

FIGS 15.-15k show code listing fragments ( 1501-1511 > 
in a hardware descrinticn langunge for a model of un 
example decoder. The code listing fragments (1501-1511) 
include code for a docoder module. which generally conre- 

sponts to a single instance of a RANS decodir. The code 
listing (1501-1511) fragments include plsochokders for vari- 
ous lookup tables but, for the sake of brevity. values stored 
in the lookup tables are not explicitly shown. Such values 
depend on implementation. Also. for the sake of brevity, 

coxdle is not shown for a feeder modnle (which writes values 
from an encoded data buffer to an input butler) and decoder 
array moduic (which coordinates operations of multiple 
instances of RANS decoder, when output symbols are 
interleaved in the encoded data).

The code listing fragment (1501) in FIG 15. includes 
comments about operations performed in two phases 
phase 0 and phase 1 by different modules. The code listing 
tregments (1501-1502) in FIGS. 15J and 155 then incluke 
definitions of input parameters and output parameters for an 
instarce of the deculer module. The input parameters and 
output porameter: include various porameters used for over- 
all control and configuration In purticnlar, the input param- 
eler alphabet_bits indicates a default symbol width The 
input parameter out_target indicates a target number of 
output symbols to be generated Other input parameters and 
outpot parameters are used to interface with a feeder mod- 
uie As shown in the code listing fragment (1502) in FIG 
156, still other input parameters and output parameters are 
usd to interface with a downstream module (e.g.. indicating 
an output symbol in an output buffer and indicaking whether 
the output symbol is a valid curpot symbol).

Various vuriables for the instance of the decoder module 
track configuration settings, which can change from frag- 
ment to fragment. As shown in the code listing fragment 
4 1502) in FIG 155, the variable cab indicates an adjusted 
symbol width, which is later set by decreasing the default 
symbol width (alphabet_hits)by anadinstment indicated by 

a field in a beader for a fragment. The variable current 4 
indicates a selected static probability model, as indicated hy 
a fied in a beader for the fragment.

The cole listing frogment (1502) in FIG. 15b also 
s includes placehoklers for lookup tables used by the decoder 

module. In gencral. cach lookup table is depicted as a 3D 
array. For a lookup table, the first dimension of the 3D array 
is indexed by adjusted symbol width/effective alphabet_hits. 
The second dimension is indeved by a selected static prob- 

10 ability model. The third dimension is indexed by bit position 
for the adjusted symbol width. Generally, one non-7m 
value is stored per bit of the symbol width.

The lookup table hase table stores values that correspond 
to subranges in the range 0 to 65536. For a given symbol 

is width eah and selected static probability model current q. 
the lookup table base_table[cabj[current_q] stores the val- 
ues for sub-rangesofthe range, or, alternatively, cumulative 
frequency values for the respective sub-ranges. For example, 
for base_tabk|SJ[ 12].a bokup table can store the ten values 

20 [0, 7575. 14276, 25440, 41008, 56352, 64256, 65344, 
65408,0]. This corresponds to the nine sub-ranges 0 to 7575. 
7576 to 14276, 14277 to 25440, 25441 t 41008, 41009 w 
56352, 56353 to 64256. 64257 to 65344. 65345 w 65408, 
65409 to 65536. The variabk base_table_sell is n 2D any 

25 with probability values for different static probability mod- 
els, for a given symbol width indicated by the variable eab 
Tie variable base_table_se2 is a ID anay with probability 
values for a selected static probability model (current _q). for 

the givea symbol with (cab), as shown in the code listing 
i > fragment (1509) of FIG. 151

The lookup table freqtabk stores values that relste to the 
values in base_tablc. For a given symbol width cab and 
selected statxc probability model current q. the lookup table 
froo_tablelcabj[current_q] stores valucs. cach indicating a 

as difference compared to a previous value in tens of log 2‘ 1. 
for each position p after position 0. Altematively, the values 
can be considered widths of the respective sub-ranges For 

example, for freq table(81[12]. a lookup table can store the 
ten values (7575, 670), 5582, 3892. 1918. 494. 34, 1, 1.0] 

40 This correspons t the sub-range widls 1575, 6701x1, 
5582x2.3892x4, 1918x8. 494x16.34x32 1x64. and 1x128. 
for the respective sib-ranges. The variahk freq_tble_sel I 
is a 2D array with values for different static probability 
models, for a given symbol widhh indicated by the variable 

45 cab. The variable freq_table_sel2 is a 1D anay with vales 
for a selected static probability model (current qu for the 
given symbol width (cab), as shown in the code listing 
fragment (1509) of FIG. 151

The lookup tabkes r_abk, rs_table, and mabk store 
50 values for encoded versions of reciprocals of probability 

values for different static prohhility models, for different 
symbol widths By using values from the lokup tables 
rmble, rs_ table, and m_able in bit shift operations or 
addition subtraction operations, the decoder module can 

55 avor explicit division operations.
In perticular, the lookup table n_table stores reciprocal 

valnes, for inverse probability distributn information, 
which are usd wben determining an output symbol based 
on RANS decoder state. The variable r_table_sell is a 2D 

60 array with reciprocal values for different static probability 
models, for a given symbol width indicated by the variable 

cab. The variable r_table_sel2 is a ID array with reciprocal 
values fra selected static probability model (current _q). for 
the given symbol with (cab), as shown in the code listing 

65 fragment (1509) of FIG 15)

The lokup table r tahle stores shift values, associated 
with inverse probability distribution information, which are 
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used when determining on output symbol bused on RANS 
decoder state. The varinble rs_tbk_sel I is a 2D anuy with 
shift values for different static probability models, for a 
given symbol width irxlicated by ihe variable eab. The 
variable rstable sel is a ID array with shift values for a 
selected static probability. motel (current_q), for the given 
symbol width (eab), as shown in the cxde listing fragment 
(1509) of FIG. 15.

The lookup table r_table stores offset values, associated 
with inverse probability distribntion informstion. which are 
usd when determining an output symbol based on RANS 
decuder state. The variable m table sell is a 2Danay with 
offset values forditlerent static probability models, for a 
given symbol width indicated by the variable eab. The 

variable m_table_scl2 is a 1D array with offset values for a 
selected static probability model (current _q). for the given 
symbol width (cab), as shown in the oxle listing fragment 
(1509) of FIG. 151.

As shown in the code listing fragment (1503)of FIG 15c, 
the decoder module has multiple ctrol states. 1 he multiple 
control states include an idle control state (DSTATEIDLE) 
tlure cotrol states in which fields of header bytes are 
processed (DSTATE_HDRO, DSTATE_HDRI, 
DSTATE_HDR2), n main precessing control stale 
(DSTAIE PROCESSING) in which the decoder module 
reads input encoded data and generates output symbols, and 
a control state in which the decoder module has finished 

processing input cocoded data but is still generating output 
symbos (DSTAIE DRAINING).

The code listing fragnxm (1503) of FIG 15. also shows 

definitions for varions internal variables used by the decoder 
module. For example, the variable phase tracks the current 
phase phase 0 or phase I The variable inpur_buf stores a 
byte of encoded data (or, in some cases, byle of a header for 
a fragment). The variable input_buffull uacks whether there 
is a byte in inpur_buf The variable sym_buf_full tracks 
whether the output buffer includes an actual (valxi) cuiput 
symbol from the previous iteration. The variable input_re- 
maining træcks how much evcodled dota remains to be 
decoded for the fragment. The variables rans, state po and 

rans_state_pl track RANS decoder state across the two 
phases. The variable hur3 tracks whether extra length infor- 
mation is present for a fragment. The variable flush_per_frag 
tracks whether the initial state is flushed and rekaded for the 
fragment.

The coce listing fragmens (1503. 1504) in FIGS 15c and 
15d then slow variables usel. during phase I, whe a 
portion of encoded data (from the input buffer input_buf) is 
selectively merged imo the R ANS decoder state. The vari- 
able want t feed_rans is used to track whether RANS 
decoder state will be updated. The varinbk want_to_for- 
d_rn is st depending on a cjparison of R ANS decoder 
state to a threshold 
(rans_state_poMDULRANS_LOWER_I IMIT) and 
whether there is any input encoded data remnaining to be 
decoded The variable will_feed_rans depends on the vari- 
able want_to_feel_rans and whether the input buffer 
includes a byte of encoded data. The variable rais_ 
state_with input is set to the RANS decoder state 
(rans state po) if the RANS decoder state will not be 
updated. In this case, the RANS decoder state is unchanged. 
Otherwise, if the RANS decoder state is updated the vari 
able rans_state_with_ inpot is set to include the lower-order 
three bytes of the RANS decoder state (rans_stale_po) and 
a new byle of encoded data. Tb uplated RANS decoder 
state is tracked as ransstatewvith_ inpot. The variable 

new_inpur_remaining tracks the amount of input encoded 
dala remaining i be decoded.

The code listing fragments (1503. 1504) in FIGS 15eand 
15 oext slow vuriables used, during phase 1. to delermite 

s whether to loal the input butfer with another byte of 
encoded data (tracked with need_ib_load, then din_req and 
din_ ready) and check various stall conditions.

The code listing fragment (1504) in FIG 154 further 
shows variables set during configuration, hased on values 

10 from a byleof a header. The variable hir z field is set from 

a two-bit value in a byte in the input buffer. This value 
indicates an aljustent w the defzull symbol width (alpha- 
bet bits) fr a fragment. The variable hdr q.feld is set 
from a four-bit value in the byle in the input buffer. This 

is value indicates a selected static probashility model fr the 
frogment The variable cab_unclamped i ndicates an adjusted 
symbol w idth for the kregment, which is bosedl on the default 

symbol width (alphabet bits) and adjustment (hir 2Deld). 
The variable eabunclamped indicates the adjusted symbol 

20 widh after clamping to be no more than 9 bits.
The cock listing fragments ( 1504 1505) in FIGS 15Jand 

15- next show variables st when the decoder module 
selectively geocrates an output symbol using inverse prob- 
ability, information and the RANS decoder state Specifi- 

25 cally, the vanable new_sym indicates a potential oulput 
symbol and the variable symvalid indicates whether the 
output symbol is valid.

The variables inv_seg, inv_base_x, and distx are set 
based on the RANS doooder state (in the variable cLin). 

30 hase table valnes (hase table_sel2). an adjusted symbol 
width (eab). and offst values (m_table_sel2). The variable 
cfin is set based on the updated RANS decoder state 

tracked as rans state with input. The array base_table_sel2 
isu ID any with probability values for a selected static 

as probahility model, for a given symbol width. The array 
mtablesel is a ID array with offst values for a selected 

static probability model, for a given symbol width The 
values of base table sel2 and ma table sel are set for a 
selected static probability model (current_q). for the given 

40 symbol width (eab), as shown in the code listing, (1509) of 

FIG. 15.
The variabke inv_seg indicates a segment, from 0 w 9, 

associated with an output symbol. The variable inv base x 
indicates a base amoum. which gencrally depends on the 

45 segment The variable dist_s indicates an adjusted state 
valne based on ef in, an entry leaked up in base table sel 
for the segment, and shift value looked upon in m 
table_*el2 for the segment.

The variable new_sym indicates a potential outpi sym- 
50 hol, which is set using the values of the variables inv_seg, 

inv_hesex. and distx. along with valoes loked up in 
rf_table_sel2 and ra_table_sel2 for the segmcat (inv_seg), as 
shown in FIG 15. The army rf_toble_sel2 is n ID ary 
with inverse reciprocal values for a sekcied static probabil- 

55 ity model, for a given symbol width. The array rs_lable_sel2 
is a 1D array with shift values for a selected static prob- 
ability model, for a given symbol width The values of 
rf_tablesel2 and rs_abk_si2 ar xt for a selected static 
probability model (current qu for the given symbol width 

60 (cab), as shown in the code listing (1509) of FIG. 15. The 
variables rf and is are set by lookup operations in rf 
table_sel2 and rs_tabk_sel2. using inv_segas an index. The 
variable addmul is set hy mulliplying dist_x by ihe value 
looked up in rf_table_sel2. The variabk inv_steps is set by 

65 shifting the top 17 bits of addmul by a shift value looked 

up in rs_ table sel2. The variable new sym is set by adding 
the value inv_steps to inv_tose_X
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The varinble symvalid indicates whether a new output 
symbol is valid. The variable next_sym_buf_full tracks 
whether a valid symbol has bon generated, which depends 
on whether the RANS decoder state (tracked with 
rans state with input) is greater than a threshold amount . 
(MDU_RANS_LOWER_LIMIT) and whether there are 

output symbok remaining to he generated (output remain- 
ing0). As explained helow, the v ariable sy m bu I full is set 
i the vale of next_sym_buff_full. In phase 0, the variable 

sym_valid is set to indicate whether the new symbol is valxd, 10 
based on sym_buffull In this way, the decoder sicctively 
generates on output symbol (that is, a valid output symbol) 
depending on the RANS decoder stute (In some cases. the 
value of new_sym is calculated but does not indicate an 

output symbol.)
The variable new_rans_state_pl indicates an updated 15 

RANS decoder state. based on the RANS decoder state with 
a Dew byle selectively merged in (rans_state_with_ input) 
The variable new ouiput remaining tracks ouiput symbols 
remaining to be generated, which s decremented if a valid 
outpu symbol has been generated. 20

The code listing fragments 11506 1507) in FIGS 15/and 
15g show variables set when the decoder module sciectively 
updates RANS decoder state. depending on whether an 

outpo symbol has been generated. Some of the variables 
depend on values looked up in the arrays buse_lable_sel2 25 
and freq_table_sel2. The array buse_table_sel2 is a 
ID array with probability values for a selected static prob- 
ability model, for the given symbol width The array 
fro_table_sel2 is a ID array with freqjueocy values for a 
selected static probability molel, for the given symbol 30 
width. The vaines of basetablesel and freqtablesel 

are set during configurntion. bused on values in the beader, 
as descrihed below.

The variables fwd_seg and fwdsegstan are st based on 
the value of the output symbol (symi generated in phase 1 as 
of the previous iteration. The variable fwd_seg indicates a 

segmets, from 0 to 9, associated with the output symbol. The 
variable fwd_segstart is a base amount, which gencrally 
depeods on the segment. The variable fwdbase is set by a 
lookup operation in the base table (bose_table_sel2) using 40 
fwd seg as an index. The variable fwd fa is set by a lookup 
operation in the frequency table (frep_tbke_sel2), using 
fwd seg as an index. The variable now rans state po, 
which indicates an updated RANS decoder state, is set using 
the values of variables fwd_f, fud_p, and fwd_cf aloos with 45 
16 bits from the RANS decoder state from phase 1 
(rns_state_pli31 16)) The variables fwo_f. fwd_p. and 
fwd ef are calculated as shown in the code listing fragment 
(1507) in FIG 15g

The code listing fragment (1507) in FiG. 15g shows 50 
operations performed when the decoder module is initialized 
(when the variable urst is0). The control state of the decoder 
module is set w DSTATE_IDI E and the phase is st w 
phase 1. State variabkes (rans state p0 and rans_state_pl ) 
the variable that tracks remaining bytes of input encoded 55 

data to be decoded (irput_remaining). and the variabke that 
tracks remaining ourput symbols t be gencrated (output_re- 
maining) are set to 0. Other variables indicating an cutpat 
symbol, whether the output symbol is valid, the adjusted 

symbol width, the selected static probability model, and 60 
values of lookup tables are similarly initialized.

The code listing fragments (1507-151 i ) in FlGS. 1Sg-15k 
next show the main processing loop for the decoder module 
(when the variable nrs is 1). as the decoder module per- 
forms operations for phase 0 or phase 1. and as the decoder 65 

modnle transitions from control state to control state. In 
particular, the code listing fragments (1507. 1508) in FIGS. 

15g and 156 show operations performed as part of phas 0 
processing (when the variable phase is D). The decoder 

module checks are enor overu conditicn and, if decoding 
has not stalled, performs various operations.

If the control state of the decoder module is 
DSTATE_PROCESSING or DSTATE_DRAINING, the 
decoder molule selectively updates the RANS decoder 
state. If the variable sym_buf_full indicates an cuiput sym- 
bol (valid output symbol) was generated in phase 1 of a 
previous iteration (see FIGS. 15. and 15j). the decoder 
module sets the variable rans_state_p0 to the value of the 
variable new_rans_state_pD (which is set as shown in FIG 
15g). Otherwise (the variable sym buffull indicates an 
output symbol was not generated in phas I of the previous 
iteration), the decoder module sets the variable 
rans_state_p0 to the value of the varinbk rar_state_p 1 (thut 
is the RANS decoder state is unchanged between phase 1 

and phase 0)
As part of phase 0 processing, the decoder module Dext 

handles input, regardless of control sate ol te decoder 
module, as shown in FIG 156 Depending on the values of 
the variabks dinvalid and din_renly (which is set during 
previous phase I processing: see FIG. 154). the decoder 
module seltively re-fills the input buffer (input_buf) using 
another byte of encoded data (from the variable din) and 
indicates the input buffer is full (input_buf fulls -11

Still as port of phase 0 processing, the decoder module 
handles omput, regardless of control state of the decoder 
module, as shown in FIG 155, Depending on the values of 
the variables sym_ valid and sym ready, which are part of 
the interface to a downstream module (see FIG. 15u)and (in 
the case of sym_valid) set during previous phase I process- 
ing (see FIG. 15e). the decoder module selectively outputs 

an output symbol (placchokder shown in FIG 15h) and 
indicates the output buffer is emply (sym but _full< -0).

This completes the iteration of phmse 0 processing As 

shown in the code listing fragment (1511) in FIG 154, the 
decoder module toggles the variable phase. Here, the vari- 
able phase is changed from 0 to 1

The code listing fragments ( 15U8 151)iFIGS 15b-1 Sk 
show operations performed as pan of phase 1 processing 
(when the variabke phase is ) ). The operations performed as 
part of phase I processing depends on the control state of the 
decoder module, as shown in the case statement that depeods 

on ctrL_state
As shown in the code listing fragment 4 15081 of FIG. 156, 

if the control stnte of the decoder module is DSTATEIDI E 
the deoxler module s in an idle control stale. The control 
state of the decoder module is changed to DSTATE_HDRO 
for subseqpent processing. Variabks that track RANS 
decoder stale (rans state pl and rans state pl) ar initial- 
ized (set to zero). The amount of outpu symbols remaining 

Io he generated is st to a target amourt (ont_larget) which 
is an input parameter for the interface to the decoder modnle. 
This completes the iteration of phase I processing (for the 
control state DSTATE_IDLE) and, as shown in the code 
listing fragment (1511) in FIG 154, the decoder module 
toggics the variable phase, changing the variable phas from 
1 to 0.

As shown in the code listing frgment (1509) of FIG. 15, 
if the control state of the decoder module is 
DSTATE_HDRO. the decoder moduk processes the first 
byte of a bexler for a fragment. Assuming the input bulle: 
stores the first byte of the header (ipot_buf_full is1,as set 
during previous phase 0 processing when the input buffer is 
re-filled). the decoder module initializes the amount of bytes 
of encoded data to be decoded to zem (input_remaining-=0) 
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and changes the control state of the decoder module to 
DSTATE_HDR) for subscqueol processing. The docoder 
module sets the variable current_q. which indicates a 
selected static probability model for the fragment, based on 

four bits of the first byte of the header. which are represented 
with the variable hdr0.qfield (xe FIG. 154). The decoder 
module sets the variable hdr. which indicates whether the 
header incledles an extra length field. based co another bit in 
the first byte of the header. The decoder module sets the 
variable flush per tlas, which indicales whaherthe state of 
the RANS docoder is fished and ve-initialized for the 
fragment (or maintained from the previous fragment), based 
on another bit in the first byte of the header. The decoder 
module sets the variable cab, which indicates an adjusted 
symbol width for the fragment. based on two bits of the first 

byle of the header, which are represented with the 
hd0z_field (se FIG. 150) and used to calculate 
eab_clamped. Finally. the decoder module sets the variable 
input buf full to zero to indicate the byte in the input buffer 
has been processed. This completes the iteration of phase 1 

processing (for the coninl state DSTATE_HDR0) and as 
sbown in the code listing frugmcut (1511) in FIG 158, the 
decoder module toggles the variable phase, changing the 
variable phase from 1 to 0.

As shown in the code listing fragment (1509) of FIG 15 
if the control state of the decoder modale is 
DSTATE_I IDR).the decoder module processes the second 
byle of the hender for the frogmenl. which indicates the 
length of encoded data in the fragment Assuming the input 
butfer stores the first byte of the hender (input_buf_full is I. 
as sel during previous phase 0 processing when the input 
buffer is re-filled). the decoder moduk sets the values of 
lookup tables for base_table_sel2, frettablesel, m 
table sel2. rs_ table sel2. and mtablesel based on the 
selected static probability model (current_q) and adjusted 
symbol width cab (se Fi. 155). The decoder ixxdule next 

sets the amount of bytes of encoded dats to be docoded 
(inputremaining) If the variable hdr indicates the bader 
includes an extra length field. the decoder modules sets the 
amount of bytes of encoded data to be decoded (input_re- 
maining) to the vale of the second byte ofihe bender (in 
input buf). and changes the control state of the decoder 

module to DSTATE_HDR2 forsuhsequent processing Oih 
erwvise (the variable Ixir3 indicates the healer does not 
include an extra length field). the decoder module sets the 
amount of bytes of encoded data to be decoded (input_re- 
maining) to the value of the secund byte of the header pls 

I and changes the control state of the decoder module to 
DSTATE_PROCESSING for subsequent processing The 
decoder module also sets the variable inpur _buf_ full to zet 
to indicale the byte in the input buffer hns bon processed. 
This completes the ileration of phase I processing (for the 
control state DSTATE_HDRI) and, as shown in the code 
listing fragment (1511) in i IG 15k, the decoder module 
loggks the v ariable phase, changing the variabic phase from 

1 to0
As shown in the code listing fragmen (1509 ) of FIG. 151, 

if the control state of the decoder module is 
DSTATE_HDR2, the docoder module poxcesses the third 
byte of the beader for the fragment, which indicates the extra 

length of encoded datn in the fragment Assuming the input 
butfer stores the first byle of the header (mput buf full is 1, 
as set during previous phase 0 processing when the input 
butler is re-filled), the decoder module seis the amount of 

bytes of encoded data to be decoded (inputremaining) 
using the value of the third byte of the header and the value 
set for input_ remaining when processing the sccund byte of 
the header. The decoder module also changes the control

stare ofthe docoder module w DSTAI E_PROCESSING for 
subsequent processing. The decoder module sets the van- 
able inpur_buf_full t zero to indicate the byte in the input 
buffer has been processed. This completes the iteration of 

s phase I processing (for the control state DSTATE HDR2) 
and. as shown in the code listing fragment (1511} in FIG. 

154, the decoder moluk toggles the variable plese, chang- 
ing the variabk phase from 1 to 0

As shown in the code listing fragment (1510) of FIG. 15, 
10 if the control stale of the decoder module is DSTATE PRO- 

CESSING. the decoder medle sats the state of the RANS 

decoder irans_state_pl) w an uplated RANS decoder state 
(new rans state pl ) based on the RANS deoxler state with 
a new byle sxctively merged into it, as explained with 

is reference t FlGs. 15 and 15e. The decoder module 
updates the amount of bytes of input encoded data remaining 
to be decoded sinput_ remaining) using the variahle 
new input remaining, which is set as shown in FIG. 15c. 
The decoder module also updates the amount of output 

20 symbol remaining to be generated (output_remaining) 
using the variable new_output_remuining, which is set as 
shown in FIG. 15c. The decoder module selectively sels the 
variable input_buf_full to zero. depending on whether the 
byte of encoded data in the input buffer has been merged into 

25 the decorr slate. ; be decoder modik selectively generates 
an output symbol (sym) for the current iteration, setting the 
variable sym to new_sym ard stting the variable sym_ 

buf full t Dext_ sym_ buf full, where new_sym and 
next_sym_buf_full as set as shown in FIG 15e

30 So king as there is at least some encoded data remodning 

to be decodod. the control state of the decoder module 
remains DSTATEPROCESSING On the osher band, if 
there is no input encoded data remaining to be decoded 
(newinputremaining is 0). the decoder moduk performs 

as other operations. If there is al least one iore culput symbol 
to be generated (new_omput_remaining-0). the decoder 
module checks the state of the RANS decoder. ) ft state of 
the RANS decoder is not suflicient t contine decoding 
(new_rans_state_pl- -MDU_RANS_LOWER_I IMIT) ' 

40 the decoder mxduke initiates a switch t decoding arother 
fragment, changing the control state of the decoder module 
to DSTATE _HDROand slctively flushing the state of the 

RANS decoder (depending co the value of the variable 
flush per_frag). Otherwise (there is at least one more cutput

45 symbol to be generated, and the stite of the RANS decoder 
is sufficient to continue decoding), the decoder module 
changes the control state of the decoder module t DSTAT- 
E_DR AINING. If there are no more «upo symbols to be 
generated, the decoder moduk changes the control state of 

50 the decoder madule w DSTATE_IDI E and sets a variable 
done to 1.

This completes the iteration of phase ! processing (for the 
control state DSTAIE -PROCESSING) As shown in the 
code listing fragment (1511) in FIG. 15. the decoder 

55 module toggles the variable phase, changing the variable 
phase from 1 to 0.

Asshown in the code listing frgment (1510) of FIG 15. 
if the control stale of the decoder modulc is DSTAT- 
E_DR INING, the decoder module seis the state of the 

60 RANS decoder (rans_state_pl) to an updated RANS 
decoder state (new rans state ply based on the RANS 
decoder state with a new byte selectively merged into it, as 
explained with reference to FIGS. 15. and 15e. The decoder 

module updates the amount of output symbols remaining w 
65 be gencrated (ourput_remaining) using the variable 

new autpur remaining, which is set a shown in FIG. 15e. 
The decoder module selectively generates an cutput symbol
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(sym) for the current iteration, setting the variable sym to 
new sym and sening the variahle sym buf full to next s 
ym_buffull, where Dew_sym and next_sym_buf_full as set 
as shown in FIG. 15e

So long as the state of the RANS decoder is sufficient t 
continue decoding, the control state of the decoder module 
remains DSTATE_DRAINING. On the other hand, if the 
state of the RANS decoder is not sufficient to continue 
decoding
(new mans state ple-MDU RANS LOWER LIMIT), 
the decoder module performs other operations. If there is at 
least one mire outpur symbol 1o be generated (new_outpu- 
I _remaining-0). the decoder module initiates a switch to 
decoding another fragment, changing the control state of IliC 
decoder module to DSTATE HDRO and selectively flushing 
the state of the RANS decoder (depending on the value of 
the variable flusb_per_frg) Olberwise (there are no more 

output symbols w he generated), the decoder module 

changes the control state of the decoder module to 
DSTAIE_IDI F and sas a variable done t 1.

This completes the iteration of phase I processing (for the 
control state DSTATE_DRAINING) As shown in the code 

s listing fragment (1511) in FIG. 154. the decoder module 
toggles the variable phase, changing the vanable phase from 
1 to 0.

f inally, as shown in the code listing fragment (1511) in 
FO. 15k, for any other vale of cirLstate, the decoder 

10 module changes the control state of the decoder module t 
DSTAIE_IDL E for subsequent processing. This completes 

the iteration of phase ] processing (for the default control 
state) and, as shown in the code listing fragment (1511) in 
FIG. 15k, the decoder module toggles the variable phase, 

is changing the variable phase from I t 0
VII. Aditional Features

The following table shows additional features ofsime of 
the innovations described herein
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-continued
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if the syrax clereo indaer te dale of the &/S docoda isxotwbe 
mate ad remiext fr dewouns of tlx exculed dan for th: a leas part of Oe 
bisstrcam, tho titssean lecksthe initial sta inóonnzia dor the coooded dati kr te 
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coooder btobe fished n se-autlalized ie decoding of the exeodol di thr the n 
lexd zar artbe kutrm
renevig aithl stue attenatin for the exodol dan thr the * lert pan of 
th timpoeu; aDd
kudug an atial stne, as the ste od the RANS decoder. burd n least a pun 
c the itakd Mate infcenntin

B15 T netbos of dem Bl, wherein te partoming, te RANS doolim imtotes: 
w red ofa fire rovx, whetivey updyos aae of the RANS thwcodet virg 
poctobilty irconmon fr at ouput syrtbol from a porricus teroon: 
wrodtcfa voonl rov, odeetivly corgus a rortin ci ecrded dits, for at 

leas put of _ thssn, from • ime butfer into the stne or ar ZANS decoder, at 
urofar seecol plax, aoiiveyy pernting i cupis qudo kr a 
cumrer renbn ueng the vox of the RNNS decode

B1 Ibe nabo of czim Bl, wherein the onp wuhaks ire hr roxdleal dat for molu 
ind whoxn th. beader intes leest port of the brstroun furher nclokes 
a nux cenct the alicies an aljcoteer w wbol with for the ercoleil 
tax ke the a beest pr of the hraren: ador
i eu eonai th sicue I velectionefastaieprlubilityntede. Or the 
eocodel data Sor the st boast pont re the hhetrerm, frm srcorg muriphe azlabie eatk 
po.kilty molds

B18 A coroster ryeem coronsag ax enoodod dr bufr and n rngo ssynmankc 
rurber syw ("XANS’T dooder. tie corrter syam ceim coufinned to perca 
tho meikod of o on of diins Bil t Bi

B19 One or mor ocrrpter-re adabke meda hevins siocot theoco cometer-necutabk 
irstrootnss for caming oxe or mire processors, wbe progrunte thereby. w 
perioom the metod of ey oxe of cans BI1 w 817

B2 ) On or more comprter-reatabk nedz having siccod theroon excoced dat oreerod 
for doodng ecconing m the mahod of any one of claims Bli to BIT.

RANS Erooderlkcoder wth Swrchung Pxtween Sax Frotohilty Modek

CI In i comprer avn, : mrbed compnsisg
eocoding irt symbos ming t rrge isytamnctee umber system l’AXNS) 
encoder, therety gcoorsting encoded datt for a xret pat of 1 bestresm. bchdag 
sekctag. for the ercoded data Dr the at teas: put cé ne bistresm. ore 
o mbak ralibe static pcoiliy modes: en



US 11,234,023 B2
55 56

-continued

txor a syntax ehncer thy udetes the zected satt probabdity 
toiel;
cofineing the RAN escedar to perfonn RANS voccdins usnp the
veksao! ac seobabiary mudel; an
perfrauirg RANS evoxinz unnr ti sxtol ttic pobaldity ndel 
ind
ctrontins the ererdeó dal for I w a lews rr of the tertrm wbrein o
bealer i tte a ket pin of the cititemn inuie the syntx elenen the lndurs the 
vhoond e* rtahioy zpkel for thr eculed dats for the i Ieae rot ef ee 
bistream.

(2 Tb: nebs or chim CI, wirran the ey evmen is in 1-bi ulw afrca inlicte 
one ofZ’sutie roccoilty motels

€ * The netbx of clim Cl, wherin ue inget symb = for nial 4ha kr moda 
and abea the mipe available static poccmilty models inlole stak protchilty 
coiris ne alid: msial data valiri ar sucosively acre lilely te b: 2m

C4 Th: cuetbot of ceim Ci, wherein te relectirg em of ne multol: awdthk seic 
rbvilty uids is based m kwt in rert co 
evobaxtion of probability dizzzttioa of voles cf the itpu snboes;
estanion of with of the autpe avzilabe stai: pockrility mids rets 
in boost bimre for the eccoded daz Sortheat lest pent odthe bisstreum or 
rtoxlins with cah the malipic avaibNe aaie plbilly ssoeeks w xo 
wlich co reshts in lowest bik for the ercoded datt for the i least part cf the 
lstream

C3 The method of ciii CI. wherein the besder s fr or cl mltipte frgnents. exh of 
the aultipc fragm:u. ircluling ix ownlealo laveig a qyunx cloner tha intisu 
I sutk pootebilty model. for eoxcotd dar fr tut topmat. slected from umorg te 
rhyk ilahiaitie prhrilit ur, iDl ubeo tteerelug witg ue 
RANS cocoder is perfccaxd on a fregmett-ss-fregsuert baes.

Ci The methsi of dsim C 1. wherein the maltipl: aasohike sui embabaty awk:k at 
rprezetted n vnes ck pro delined koip ubles with probability aftenaticn ire to 
unnal: aulthe dale prolucility mikt, reopeusively.

C? Ti: adhi of chim Cl. wherein uhr header fether ithiks:
a wa eencat ink blicale wloiberce Dx wire er a RANS toodkr nobe 
fiiol il rnteazol for idnz of ie eseoled dans for t s les part of &e 
lstream, ahw
a ano cect th alicus an ljsstee to smbol wida fur the acolel 
eh kr tr a font pr of ihe birarom

C8 • wmpald wyaemn comprug a tav- wumetrle uinber sten CRANST cuoke 
anl an ciied dala biller. the oxquter system beirg cufigrrol m eerfeem ile 
rtld of y ox of cl C i w C,

CI Ow of uxe ompuer-resdabk mos lavais urol tbero cemenr-seessbk 
itstmcou for caiing use e ire arcoate, • progrmtcinl thereby, wo 
perfen ti neth of ay oe of daim Ct t C?,

4 10 Ore ct more corpter-resdahk; zeda uvins ncced thesco erenxded data molerd 
M ieirtbal of am ore of daine Cl m C7

CII In a cnpen nrwm, s meb:d corprsits
ronvug croded dals for at ast net csa httram wheris n kçader in he 
i least putt of fi bestram oslk asyrx chmt ful irdiskes aededim of a 
axis ronblity model, kr the «nodol dea for the a kvt pur of tx zitax, from 
amirs mudtipoestsilatle aatis rokilky iotde; ud
drefing the sendoć dah uang F CI wysurstnc runber san 
l’RANS’I decoder, therey xoentire ourut symrols, üxdlidig: 
rwlug the eu dar;
vhotns or of the ruhpk avalahe zatie nrhwrilit mder hoxd at 
kin in nn r the syntax elnert;
confinas the RANS decoder t rerkoan RANS deccunp uen: t 
wchend ene rrotabi ty opkh: sd
perftanirg RANS deoonz of te ercoded fu uzz tie scksted 
sts rrobibllity model

Cl2 1i mabx of caim CII.whenin the wyns vnu is w z-hi ilix, whtich 
indkses aw of 2 oiic probstility undes

C13 Ih nethod of caim CI I. wheroin the output subels are Sr zesiual diu thr modh, 
ind ubown te mipk avilibe static pcborilty mtds include nik robehilty 
models for which rsiaul data vabes are axosirly mere likely to be zero

CI Tba mebd of claim C11. wherein ike deccdng he eoooced den ushs te RANS 
decoder induks
as put of a firs pho. sekotiels uptni sute of the RANS doode ssizg 
poctobilty inonnion kr a watput symbol from a porricus teroton 
w pot of a s00t pusse, electively crgug a conin ci excoded data, for st 
last put of a titsem, from • imit heffer hato the sux cl the &AN decoder, ao 
ss port of the secend plsx. sectively goscratirg inoupa symbod fr a 
curest tooor usngtbe so of the RANS deccon

15 The metbos of ceim CII. wherein tte besbot s fr co: of mitip frigneuts, exch of 
the meltiple frageus ircloiing is own beader hevag a syrtx elner thit indinis 
l seloctioo of a zukc probatdity modl. fer mcoded dat for thr freaner. fooen 
utoug te multiple avaithk siic probatelity nodeks. wl wherin the dooting 
esitg ue RANS deenter s permol ca l imm.by Duae tasis
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C16 The metbod of c eim CI I. wherein the mltiple aibbke Exi grotebaty models are 
represued a vines c prodelited kokip utits with probability akenstion he the 
mbnk addah datis prohusilig nde, rezgediwly.

Cl7 Tix aetlxt ofesim CII, wherein te beade further cclils.
I vymat erroct th olicaes ubtixr or rot sate of the RANS doccon is t
te fused and se-intialized śr decoding of the eazdol dm foo the a lout put of the 
bherean wew
1 syutx clencat the blirus in alirster 5 ssmbol wid for the ercodel 
dor kr te at lcut r of the bivaren

Cis A computer system ermprishg ar eoodel da cuter w a rirgo synmark 
tnbr «yen (RANS’) dawar i cxrqure waan king oufipned to perkoan 
the method af my use of dains C1zto CIT.

C 19 Ure cr more ccrrpeter-sescahk meda havus nered theeco cciroster-neettahke 
itstrxous for camima oe or more picceto. via propanttel thereby, w 
perfcan te anird af an me of dains C!1wCl?.

C2 Or er more copuer veadabl meda having norol thesoon eccoded date orgencd
for doxdiz accordur in the makod of ir ox mf daita Cl : to Cl 7
RANS EnoodeDevodr uik Selecthe Nurvaing of Symbol Mida for froamess

DI In i compurs avn. 2 mrbed compnsisg
-toolins iea symntos iens s etes xyameze umta wyen "RAN) 
coooder, therety peoossting ercoded dat for it ko pin of t bistreun ehdag 
demiting in aljtstcrnt w aymeol walth Sr t: eooothl daż St ar 
al least put cite bistream:
wonng a sya ux clancit the infcuc the afjmarein io symbol wikh:
confinuas the RANS encou to rerkon &/S eoxxdng a te 
uinuni wynbal widh: a
perfoirg the RANS eroding st the aflustod sintol wiltl and
cneitins the eacoded dala Sr I: at least port of the bistream wherin a
booder nibect.ko pi of th bitarn inondes the syrux ekenen the indicates the 
achumen to sytol vih for the ceedal th ne the a lert pant of the titsern.

D2 Tix: adbi of cim D2, otoa th syuax elwe w an nen wix: which iScalea 
a doeww: by an ansuat in the rasge crow 2-1 bit from the wynbsl wida

D Tl aelt or csim D), olca iesyntol vilthes or th: toean. an
•Leocit th aljimrin aepki Sr ore of maltele fngnsu o the hirun, thorhy 
teaowing eefive syntol wish fee uhst fremsa for th RANS exxlr an a 
ccomprolin 2 0 decede

D4 Tlr nettosorcaim DI, aloo tr leader is sir to: of mulink fagsaets, exhof 
the adlipic fragreets itsloling i ownSraft Lavag a myutax elner that inlisco 
i -jimaroat w vyutol wila fr the rroxed dt kr au fosm id warin ths 
-pooling wine the RANS toadat is permnol o a frgort-by-fapnen keis

D5 Tix sietbs of csim Dl, oloa te crcnling isdlales
izutifing 2 lughet vabue attg the arot symbols
-perdus en the bglent v aunrg uh unit matok dowmiring the 
shutnet tosyatolcim.

D5 The nthrd of cim Dl when te onfgen the PANS coodke irdulo 
who ns 1 ot ofpre-defied brkp tk lavits probablity iforcutico for the 
wudrdsnbal widh.

D7 Tb metbxi of caim Dl. whoen t bezder firtter ixdudes
i yyir.x caomi ttot oficales whtb c rm see of a BANS dococht isobe 
flahd rd rmithnd for dooozng of ib oxcoded dab for the i lear rartoft 
bastrear moor
• vo. siot ttw olieaies a wekecton of a atic prbustdlity unde. 5r the 
cooodot data for the at tan pon of the hiptromn from arrore mutipie milahe natie 
poobbilty todes

Dr A ccrnpeter sysan conprisas 1 rmie esynmetne uurber syrien CRANS) coode 
id an sreded dih botfer, the orrpter ryden birs cofgred t recfcan the 
vocdbod of ay aDe cf clams Dl to D).

D Os or mor corrpuer-resdabh meda having sicrod thooooo corputer-aecutbh 
irstrocou for curin one or mr proocscre. who rrogatuned theby, t 
rertan tr mets of at oxe of cans Dl w D

010 Use or moc corprter-n soabk auda having siccot thozon cooded data produced 
by tho metkoi of im one of dam D w D?

D12 Ins componer oskat. 1 mhod connnsirg:
rcowue eacoded dati for st icest res of a bistream whonit a icador in dr
i losst put of the bistream iaclukes a sy32x eknec duul indioses n ulurert to 
nmbol widh for tho ercoded dau for the n leis put of the bastream id 
Scoling tie ercoded dati iin a mure: mymuits rnber syen 
"RANS’I cooter, txcety senemtirgonpat simels, induiug
rexding the sm tirmen;
keed m kas n pon ca the maux ekmeu, ooommirim the aqume 
toryntolwiltt
ccafineng the RANS deecder t perfoan RUNS doocdag a dr
iduuted syrbal ulh; nd
perlcaning ie RANS dcolirg at th otjestod symtol wiltl

D12 Tis method of etelm DII. wbeol th syuax eloneu s i nói vue, wile
kedizeca a decteise by ma aroust h the nng: ofnw 231 hks from the syiol wall.
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D1X Ihe nuethod of veim D12. wiorcin the syurbol widh is x focthe bretreomn, and 
vheoc the aljustmen apples for ore of mltile frgmeits cr the histreun, thereby 
ternios, cfctiv nynbol uiah for that fpmt for i BANS doccds

D14 Tix setlst of csim DI. ixweit the lealet is for os: of milp): Sageeira, eoch c 
the ndtipe fripneus ircludirs is oun hesic kavng a syrtx elonert that indicws 
in aljute % synoot wal fr the eccodal teas ft tut tgreeat and warrein tie 
drcodinzwit, the EANS dooxeat w yofnool wo a frpuart-by-Eosgmt tvois

Dl S Th: methot of caim DII, whois the decoding the eucedol iti isirg ite RANS 
frooder ixdlikes
a part of a im phec, wckothely upditiu stale of th: RANS dowxtet eahg 
rekoniby itSoncios kr at ciper wbil ficot a powvic ioxbs;
aspoatofa soco0l pourse, sleethely nergng a portion of excoded diu. fie at 
kae zat of a titeram, from an ime haffer ino the ts c te X WNS deenter, and 
as pot of the seeoni plise. sdlectively poserating an oupat symhc fr a 
ceree texint usns the suce of the AANS deccd:t

DI 6 I netboi of clm DII. whocin tie coxufuring the RANS doocde incites 
wkeins 1 rd ofpre-defined olsp wekes lavus nnwability itforstiee fir the 
adused symbol widh.

D1T llx stbo of claim DI. wiit the teule: Stlee adole:
s sywas cemont the bdlcie ubetbe: co D: stre of the RANS decoder is t 
re Diked and r-üBialiceo lec delitg o the exccdal des for t a ke pan of tie 
bostresm mnbor
a syia cnat trd alicites a seloutbe efasatit probability male Sr the 
encoded daa for the at least pu od the bistrem. frm irotg mnkipe avzlike static 
pockebilay mokeli.

D18 A ccmoeter system consag as cucodsl dsa cuffer it s zirgo ssymantrs 
oinher syem (RANS) dat ile coonure saan king oxliped t rrkoan 
the metho of eny one of clairs Di w Dl ‘

D19 Ore or incre ccrepuer-szadabk aidla saving sicrof theecoo copdcr-eseciabE 
irrtnowcors for cmim on or tore proccesor, when rroganttied therby, 1 
perfean the aitié of an mse or dains DI! t DIT.

020 Dre or more corpuer-resdabh auda savinc ccrod therccn ecoded dau orcervad 
for doxxiitg accunins to ile malod of any on of taina DiwDl 7.

for the current iteration il the stale of the RANS 

decoder is greater than a threshold.
2. The computer system of claim 1. wherein the encoded 

data is in a fragment of the bitstrcam. wherein the operations 
further comprise initializing the RANS decoder, and 

wherein the initializing the RANS decoder inckies:
reading one or mare syntax elements from a beler in the 

fragment of the bitstream: and
configuring ile RANS decoder using ibe one or more 

syntax elements.
3. The computer system of claim 2, wherein the initial- 

izing the RANS decoder further incluxles:
retrieving initial state information: and
looding an initial state, as the state of the RANS decoder, 

using the initial stste information.
4, The computer system of claim 2, wherein the one or 

more syntax elements include:
a syntax element that indicates whether or not the state of 

the RANS decoder is to be flushed and re-initialized for 
decoding ol the encoded data;

a syntax clement that indicates an adjustment to symbol 
width for the encoded dati; and or

a syntax clement that indicates 8 selection of a static 
probability model, for the eocoded data, from among 
multiple available static probability models.

5. The computer system of claim I wherein the cutput 

symbols are for residul data for medi, wherein the first 
phase and the second phase are logical phases, wherein the 

60 first phnse and the second phase are performed in diticrent 

clock cycles or in the same clock cycle, and wherein the 
ourput symbols are from a single data strcam or multiple 
different dta streams.

6. The computes system of claim 1. wherein the seke- 
65 tively updating the state of the RANS decoder includes:

determining whether the output symbol from the previous 
iteration was generated;

In view of the mny possible embodiment to which the 
principles of the disclosed invention may be applied. it 
should be recognized that the illustrated embodimers are 
only preferred ex-mples of the invention an should not be 
taken as limiting the scope of the invention. Rather, the 
scope of the invention is delined by the following claims. We 
therefore claim as our invention all that comes within the 
scope and spirit of these claims.

We claim:
1. A computer system comprising;
an encoded data buffer configured to store encoded data 

from a bitstream; and
a range asymmetric mmber system ("RANS) decoder 45 

configured to perform cperations using a two-phase 
structure for RANS deoxling operations, the operations 
comprising.
during a first phase of the two-phase structure, scloc- 

tively updating, depending on a determination of 50 
whether or not an output symbol from a previous 
iteration was generated, state of the RANS decoder 
usins probability infonation for the output symbol 
from the previous iteration, the state of the RANS 
decoder being trucked using a value; 55

during a second phase of the two-phase structure, 

selctively merging a portion of the encoded data 
from an input buffer into the state of the RANS 
decoder; and

during the second phase of the two-phase structure, 
selectively generating, depending on a determination 

of whether or not the state of the RANS decoder 
includes sulliciont information to generale an cuiput 
symbol for a current iteration. the output symbol for 
the curent iteration using the state of the RANS 

decoder, the state of the RANS decoder including 
sufficient information to generate the output symbol
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if so:
determining the probability information for the cutput 

symbol from the previous iteration: and
adjusting the state of the RANS decoder using the 

probability information. thereby consuming at least 

some of the stale of the RANS decoder; and
otherwise, skipping the adjusting the state of the RANS 

dooder.
7. The computer system of claim 6, wherein the deter- 

mining the probability information for the ourput symbol 

from the previous iteration includes performing one o more 
lookup operations in one or more kokup tables.

8. The computer system of claim 6, wherein the prob- 
ability information inclodes a sub-range size fwdf for the 
output symbol from the previous iteration and a cumulative 
sub-range threshold fwdef for the output symbol from the 
previous itcration. and wherein the adjusting the state of the 
R ANS decoder includes performing adjustments mathemati- 
cally equivalent to:

rtad fourer ♦ n komes1 ' tad d

wherein x represents the state of the RANS docoder after 
the adjusting, xjupper] represents an upper portion of 
the stateof the RANS decoder before the adjusting, and 
x[lwer] represents a lower portion of the state of the 
RANS ccoder before the adjusting.

9. The computer system of claim 1, wherein the selec- 
tively merging the portion of the encoded data includes

determining whether the state of the RANS decoder 
satisfies the thresbold:

if so, combining the portion of the encoded data and the 
state of the RANS decoder. and

otherwise, skipping the combining the portion of the 
encoded da ad the state of the RANS decoder.

10 The computer system of claim 9, wherein the com- 
bining the portion of the encode data and the state of the 
RANS decoder inclodes:

shifting the state of the RANS decoder hy a given number 
of bits; and

adding the portion of the encoded data, which has the 
given number of bits.

11. The computer system of claim 9. wherein the &eter- 
mining whether the stale of the RANS docoder satisfies the 
threshold include comparing the state of the RANS decoder 
to the threshold, and wherein the state of the RANS decoder 
satisfies the threshold if the slate of the RANS decoder is 
less ten the thresbold.

12 The computer system of claim 1, wherein the input 
buffer is configured to store one byte of the excoded data at 
a time, wherein the portion of the encoded dta from the 
input buffer is cue byte, and wherein the value that tracks the 
state of the R \NS decoder is a 32-bit value.

13. The computer system of claim 1. wherein the prob- 
ability infonnation used to selectively update the state of the 

RANS docoder is forward probability information, and 
wherein the selectively gencrating the cutput symbol for the 
current iteration inclues:

det ermining whether the state of the RANS decoder 
includes sutfcient inforntion to generate the output 
symbol for the current iteration;

if so. determining inverse probability informntion and 
firsling ibe output symbol for the current iteration using 

the inverse probability information and the state of the 
RANS docoder. and

muberwise, skipping the finding the output symbol for the 
curety iteration.

14 The computer system of claim 13, wherein the deter- 
mining the inverse probobility informntion includes per- 
forming onc or more lookup operations in one cr more 
lookup tables. and wherein the selectively gencrating th 

' output symbol for the current iteration further depends on a 

count of output symbois remaining to be generated being 
greater than zem

15 The compuler system of claim 13, wberein the finding 
the output symbol for the current iteration includes deter- 
mining a sub-range of the state of the RANS docoder that is 
associated with the output symbol for the current iteration.

16 The computer system ofclcm 1, wherein the cpera- 

tions further comprise. repenting the selectively upilating, the
1s selectively merging, and the selectively generating in suc 

cessive iterations, until there are Do more output symbols to 
decode in the encoded data.

17 . The computer system of claim 1, wherein the RANS 
decoder is implemented with special-purpose hardware 

20 including:
the input buffer;
an output buffer configured to store the output symbol 

from the previous itcration, if any. until replacement 
with the cutput symbol for the current iteration. if any;

25 a slate register configured to store the value that tracks the 
state of the RANS decoder.

logic, coupled to I he output butler and to the stute register, 
configured to peform the selectively updating;

logic, coupled w the state register and the input buffer, 
30 conligured to p.rfor the selectively merging: and

logic. coupled to the state register an the output huffer. 
configured to perform the selectively generating.

18 The computer system of claim 1. wherein the opera- 
tions further inche, during the first phase:

as selectively re-filling the input bufler from the encoded 
data butfer. andor

selectively writing the output symbol from the previous 
iteration to a symbol vector buffer.

19 In a computer system. a method comprising:
40 receiving encoded data from a biistream;

decoding the encoded data using a range asymmetric 
mmher system (R \NS") decoder, incluxling 

during a first phase of a two-pliase structure for RANS 
decoding operations, selectively updating. depend-

45 ingcna detennimotion of whether or not an output 

symbol from a previous iteration was generated, 
stale of the RANS decoder using probability infor- 
mation for the output symbol from the previous 
iteration, the state of the RANS decoder being

50 tracked using a value,
during a second phase of the iwo-phase structure, 

selectively merging a portion of the encoded data 
from an input butfer into the state of the RANS 

decoder; and
55 during the second phase of the two-phasc structure, 

selcctively generating, depending on a determination 
of whether or not the state of the RANS decoder 
incluckes sufficient information to generale an cutput 
symbol for a cunent iteration, the output symbol for 
the current iteration using the state of the RANS 

decoder, the state of the RANS decoder including 
sufficient information to generate the output symbol 
for the current iteration if the stale of the RANS 
decoder is greater than a threshold.

20 One cr more computer-readabk media storing com- 
puter-execulable instructions for causing ore or more pro- 
cessors, when programmed thereby. to cause a range asym­
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metric number system ("RANS”) decoder to perform 
operations, the operations comprising

during a first phase of a two-phase structure for RANS 
decudling operations, selectively updating. depending 
on a determination of whether or not an output symbol ’ 
from a previous iteration was generated, state of the 
RANS decoder using probability information for the 
output symbol from the previous iteration, the state of 
the RANS decoder being tracked using a value;

during a second phase of the two-phase structure. slec- 10 
tively merging a portion of encoded data from an input 
buffer into the state of the RANS decoder; and

during the second phase of the two-phmse stricture, selec- 
tively gencrating, depending on a determination of 
w hethor or mt the stale of the RANS decoler includes 1S 
sufficient informatico to generate an output symbol for 
a current iteraticn, the output symbol for the current 
iteration using the state of the RANS decoder, the state 
of the RANS decoder including sufficient information 
to generate the output symbol for the current iteraton 20 
if the state of the RANS decoder is greater than a 
threshold.

21 The one or more computer readable media of claun 
20. wherein the encoded data is in a fragment of a bitstrcam. 
wherein the operations further comprise initinlicing the 25 
RANS decoder, and wherein the initializing the RANS 
decoder includes

reading on or more syntax elements from a boler in the 
frogment of the bitstream; and

configuring the RANS decoder using the one or more 20 
syntax elements.

22 The one or more computer-rendabke modia of claim 
20, wherein the selectively updating the state of the RANS 
decoder includes:

delenining whether the output symbol from the previous 5 
iteration was gencrated;

if so:
determining the probability information for ilx culput 

symbol from the previous iteration: and
adjusting the state of the RANS doooder using the *0) 

probability informnatim. thereby consuming at least 
some of the snte of the RANS decoder and

olberwise, skipping the adjusting the state of the RANS 
decoder

23 The one or more computer-readable moin of claim 45 
20, wherein the selectively merging the portion of the 
encoded data includes

determining whether the state of the RANS decoder 
satislies the threshold:

if so, combining the nection of the encoded data and the 50 
stale of the RANS decoler: and

otberise. skipping the combining the portion of the 
encoded dea and the state of the RANS decoder.

24 The one or more computer-readable madia of claim 
20, wherein the probability information used to selectively 

update the state of the RANS decoder is forward probability 
information, and wherein the selectively gencrating the 
output symbol for the currer iteration includes:

determining whether the state of the RANS decoder 
includes sufficient information to gencrate the cutput 
symbol for the current iteration;

if so. determining inverse probobility infrmiaton and 
finding the output symbol for the current iteration using 
the inverx probability information and the siate of the 
RANS decoder, and

otherwise, skipping the finding the output symbol for the 
currer iteration.

25 The method of claim 19, furtber comprising initializ- 
ins the RANS decoder, wherein the encoded dain is in a 
frogment of the bitstream, an wherein ibo initializing the 
RANS decoder includes:

reading one or more syntax clements from a besker in the 
fragment of the bitstrcam; and

configuring the RANS decoder using the one or mor 
syntax elements.

26 The method of clnim 19, wherein the sloctively 
updating the state of the RANS decwler incloxdes

determining whether the output symbol from the previous 
iterntion was gencrated;

if so:
deermining the probobility information for the cutput 

symbol from the previous iteration; and
adjusting the state of the RANS doooder using the 

probability informution, thereby consuming at last 
some of the stale of the RANS decoder; and

otherwise, skipping the adjusting the state of the RANS 
decoder

27 . The meilod of claim 19. wherein the scectively 
menging the portion of the encoded data inclides:

determining whether the state of the RANS decoder 
satisfies the thresbold:

if so, combining the portion of the ercoded data and the 
state of the RANS decoder: and

otherwise, skipping the combining the portion of the 
encoded daa and the stat of the RANS decoder.

28 The method of claim 19, wherein the probability 
information used to selectively updnte the state of the RANS 
decoder is forward probability information, and wherein the 
selectively generating, the output symbol for the current 
iteration includes:

determining whether the state of the RANS decoder 
includes sufficient information to gencrule the cutput 
symbol for the current iteration;

if so, determining inverse probobility informntion and 
firing the output symbol for the current iteration using 
the inverse probability information and the state of the 
RANS decoder, and

otherwise, skipping the finding the output symbol for the 
current iteration


